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Preface

The 24th Working Meeting of the European VLBI Group for Geodesy and Astrometry
(EVGA) was held at the University of Las Palmas de Gran Canaria (ULPGC) 17-19 March
2019. The meeting was embraced by a number of other VLBI related activities at Las
Palmas de Gran Canaria. Prior to the EVGA 2019, the 3rd IVS Training School on VLBI for
Geodesy and Astrometry was held 14—-16 March. And after the EVGA 2019, the IVS Analysis
workshop, several VLBI splinter meetings and the 22nd IVS Directing Board meeting were
held on 20-21 March.

There were 114 registered participants at the EVGA2019 meeting (Figure 1) which is a
new record in the history of the EVGA working meeting (Figure 2). The participants came
from 18 different countries, both from inside and outside Europe. Out of these 114
participants, 22 % were women. The percentage of women participating at EVGA meetings
has been increasing steadily during the last years, which is a good sign that the VLBI
community is moving forward towards gender balance.

The EVGA working meeting 2019 started with an ice breaker and registration on Sunday,

17 March, followed by the actual conference was held on Monday and Tuesday, 18 and 19
March.

Fig. 1: Picture of the EVGA 2019 participants at the campus of the University of Las Palmas de Gran Canaria (ULPGC).
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Fig. 2: Number of participants at EVGA working meetings in the last two decades.

The participants contributed with many interesting presentations on the current status of
geodetic and astrometric VLBI and corresponding technical development and scientific re-
sults. In total there were 52 oral presentations and 39 poster presentations. The corresponding
articles of the majority of these presentations are collected in this proceedings book. The
conference dinner on Tuesday evening closed the meeting.

We want to thank all participants for sharing their findings with the audience during inter-
esting oral and poster presentations. We want to thank the scientific organising committee for
putting together a very interesting meeting program. The program and the list of participants
are provided in Appendix-A. We are of course also grateful to all authors for preparing their
proceedings contributions. The electronic version of these proceedings will be made available
on the EVGA webpage evga.org.

The large number of participants at the EVGA 2019 Working Meeting, and the high quality
and interesting oral and poster presentations are very good indications that European VLBI
community is very active and on a good track. I am thus optimistic and convinced that we will
see a strong contribution of the EVGA to VGOS!

November 2019
Riidiger Haas (EVGA chair)
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Message by José Antonio Lopez Fernandez
Subdirector for Astronomy, Geophysics and Space Applications at IGN Spain

Ten years ago, the embryo of the VGOS project (formerly known as VLBI2010), the
Twin Telescope of Wettzell, started their early steps. In 2010, the IGN joined VGOS with
RAEGE, a network with four radio telescopes to be located in the Iberian Peninsula, Canary
Islands and Azores Islands. A project which means a big step forward not only for Spain, also
for VGOS and an important technical and scientific collaboration between Spain and Portugal.

RAEGE means also a firm commitment from IGN to space geodesy, trying to turn Yebes
Observatory into a GGOS Core Station, covering a big part of the Atlantic region and placing
radio telescopes in three different tectonic plates. Ten years later, RAEGE now works with the
radio telescopes in Yebes and Santa Maria, Azores, and contributes with receiver technology
sharing our know-how and lessons learned with our partners at VGOS.

We are doing our best to put into operation the Artenara RAEGE radio telescope in Gran
Canaria in order to be one of the VGOS partners as soon as possible. The organization of the
24th EVGA meeting in Las Palmas is one of these efforts and we can say that it has been a
very definitive and important impulse for us. Now we are closer to that objective thanks to this
event and to the help from the community. We are really proud to be organizers of a meeting
that have offered us the chance to gather the best geodetic VLBI professionals around the
world. We have been also lucky to verify how a new generation is born, as we have noticed
with its successful VLBI school, knocking on VLBI’s door and assuring the mid and long
term space geodesy in the world.

From IGN we are grateful to the EVGA chair for trusting on us, to our sponsors MT
Mechatronics, manufacturer of most of the modern VGOS radio telescopes, to the Cabildo
of Gran Canaria for their support and to the impressive and excellent Las Palmas University
team. Honestly we couldn’t afford the organization of the meeting without their participation.
Let’s hold the line. All together we will achieve VGOS to be a reality soon.

November 2019
José Antonio Lopez Fernandez
Astronomy, Geophysics and Space Applications Subdirector at IGN
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The Status of RAEGE

P. de Vicente, J. A. Lopez Fernandez, S. Garcia-Espada, R. Bolafo, L. Santos

Abstract The current document summarizes the status
of the RAEGE network composed of four VGOS radio
telescopes in Spain and Portugal. The radio telescope
at the observatory of Yebes is fully operational and
integrated in the VGOS core network. The station of
Santa Maria has already seen the first light and yielded
fringes with a tri-band receiver (S, X and Ka band) but
it is still under commissioning, and the other two sta-
tions have not been built yet although progress is going
on.

Keywords VGOS - IVS - Radio telescopes - Receivers

1 Introduction

RAEGE stands for Red Atlantica de Estaciones Geoes-
paciales (Atlantic Network of Geo Spatial Stations). It
is composed of 4 stations in Spain and Portugal. The
first operative station is located at the Observatory of
Yebes in the Iberian peninsula and the second opera-

Pablo de Vicente
Observatory of Yebes - Instituto Geografico Nacional
Cerro de la Palera S/N Yebes, Spain

José Antonio Lépez Ferndndez
Instituto Geografico Nacional
C/General Ibafiez de Ibero, Madrid, Spain

Susana Garcia-Espada - Rubén Bolaio
Instituto Geografico Nacional - RAEGE Santa Maria station,
Azores, Portugal

Luis Santos
Regional Government of Azores, Sdo Miguel, Portugal

(Correspondence: p.devicente @oan.es)

Fig. 1: RAEGE stations and baselines between them.

tive antenna at the island of Santa Maria, Azores Is-
lands. The other two, not yet built, will be located in
the Gran Canaria Island, Canary Islands and in Flores,
Azores Islands. All four stations will be become part of
the global IVS VGOS network, retaining its character-
istic of being part of RAEGE network and devoting a
small fractional time for local/regional studies.

The baselines between the stations are basically
East-West, East-South West and West-South East and
their lengths span from 600 to 2400 km. Fig. 1 shows
the baselines on a map.

The four stations are located on three different
plates (see Fig. 2): the Eurasian, the African and
the American one. The strategic distribution of the
stations will allow to determine relative movements of
the plates as a function of time. Observations within
VGOS or dedicated ones will serve for this purpose.

2 The Yebes station

The Yebes VGOS station (Fig. 3) was built in 2013 and
it is in operation as a VGOS telescope equipped with
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Fig. 2: RAEGE stations superposed on a physical map with plate
borders.

a broad band receiver (2 — 14 GHz) since April 2016.
It is one of the seven current core VGOS stations and
it has taken part in tests along 2016, 2017, 2018 and
2019. The periodicity of the observations since 2017 is
14 days, lasting 24 hours for each observation. In 2017
we took part in 24 observations, whereas in 2018 we
took part in less observations (19) due to a mechanical
error at the antenna and in 2019, by the time of this
report, we have already observed 11 times.

Yebes is also taking part in the EU-VGOS initia-
tive, see Alef et al. (2019), as one of the three core
European stations. The observations take place every
15 days and precede the VGOS sessions. These obser-
vations last a few hours and are used for testing sev-
eral parts of the overall process which encompasses
scheduling, observing, correlation, fringe fitting, anal-
ysis and data archiving.

The broad band receiver installed at the telescope
was designed and built at the Observatory of Yebes.
The system temperature is 50 K in average, being be-
low that value at frequencies where no RFI is present.
RFI is a severe problem at the site and to avoid satu-
ration of the LNAs and of the optical fiber amplifiers a
high band pass filter at 3 GHz was installed. Besides,
to protect the optical fiber system a 6 dBm PIN diode
power limiter is in place. The behaviour of the receiver
has improved substantially after these two measures,
which mitigate the RFI, were implemented.

Since 2017 the telescope has used 4 RDBEG back-
ends and one Mark6 recorder and generates data in
complex format. Four down conversion modules built
at the Observatory of Yebes are in place before each
RDBEG. The down conversion units with tunable lo-
cal oscillators, yield two IF signals 500 MHz band-
width, each in the selected frequency interval, across

Fig. 3: Yebes 13.2 m station with the 40 m in the background.

the VGOS wide band. VGOS data are transferred us-
ing disk packs to Haystack correlator except in the last
epoch when they have been transferred via Internet. All
EU-VGOS are transferred via Internet to Bonn corre-
lator.

The Observatory of Yebes is a Technological De-
velopment Center for the IVS and it performs a num-
ber of works which are described in Lépez Perez et al.
(2019). The main tasks are related to the development
of cryogenic active (amplifiers) and passive devices,
cryogenic receivers, and the improvement of the geode-
tic phase cal system.

The Yebes Observatory will become soon a geode-
tic core station after the future installation of a SLR
telescope. This telescope together with the current two
GNSS antennas (one in the international network and
the second in a national network), the gravimeters and
the VGOS radio telescope, will provide coordinates in
different reference systems. A local tie composed of
23 concrete pillars connects all the previous points and
provides the local link between the different reference
systems.

In the future a correlator will be deployed at the
Observatory of Yebes for the RAEGE network. We are
also developing an analysis group at the IGN headquar-
ters which has started processing legacy IVS data us-
ing WHERE software from NMA and VIEVS from the
University of Vienna.
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3 The Santa Maria station

The Santa Maria station (see Fig. 4) is located at Santa
Maria island at an altitude of 240 m. The first single
dish observations at Santa Maria station took place in
2017 and the first fringes were obtained in 2018 (see
Fig. 5).

The radio telescope is equipped with a tri-band
receiver that covers S band (2 —2.7 GHz), X band
(7.5-9 GHz) and Ka band (28 — 33 GHz), with sys-
tem temperatures close to 50 K in average. The receiver
was built at the Observatory of Yebes and it is similar
to the ones installed at Ishioka and Ny-Alesund. It al-
lows to perform legacy IVS VLBI observations. The
data acquisition system is a DBBC2 and the recording
system a Mark5B+. There is a second Mark5B+ at the
station for transferring data to the correlator. The In-
ternet connection has a low data rate, 80 Mb/s, which
allows transfers but prevents high speed connections.

Some legacy IVS observations in tag-along mode
have been performed in 2018 and 2019 but several
problems with the antenna and the receiver have pre-
vented a continuous operation of the station. The issues
are still being worked out.

The broad band receiver for Santa Maria is already
built and pending of tests at the Observatory of Yebes.
The installation date at the antenna will depend on
the availability of VGOS backends and the broad band
donwconversion system.

Fig. 4: Santa Maria 13.2 m station from a drone.

4 The Gran Canaria station

The local government of Gran Canaria granted in 2018
the usage of a terrain for the construction of the future
VGOS radio telescope and the control building. The
site is at 1100 m of altitude and in a natural protected
area. The strict requirements needed to protect the local
environment have delayed the construction for a very
long time. Meanwhile funds for all previous civil works
have been secured and the administrative paperwork is
being sorted out to be able to start the conditioning of
the site by late 2019, since construction works are pro-
hibited between March and September for environmen-
tal reasons.

The antenna, already built by MT Mechatronics, is
stored in a warehouse at Gran Canaria island and un-
dergoes periodic inspections until it gets installed at its
definitive site.

The Observatory of Yebes has deployed two people
at Gran Canaria to track the progress of the station. The
agreement between the IGN and the University of Las
Palmas of Gran Canaria to provide technical support to
the telescope has allowed to host the IGN staff at the
premises of the university. Part of the future technical
works will be done together with the University.

5 The Flores station

The Flores station is the least developed one of the
RAEGE network. The administrative paperwork to get
the ownership of the terrains has started. This station
will be fully funded by the Regional Government of
the Azores.

The soil conditions are being evaluated and the
RFI environment was measured some years ago.
Currently the weather conditions are being analyzed
since the location shows strong and frequent winds.
This condition should be taken into account in the
design of the radio telescope to prevent corrosion and
difficulties in the operation and maintenance of the
telescope.
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Fig. 5: A fourfit plot with X band fringes between the Santa Maria 13.2 m station and the 40 m radio telescope at Yebes.
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Status of the Onsala Twin Telescopes — Two Years After the

Inauguration

R. Haas, S. Casey, J. Conway, G. Elgered, R. Hammargren, L. Helldner, K.-A. Johansson, U. Kylenfall,

M. Lerner, L. Pettersson, L. Wennerback

Abstract We give a brief overview on the status of
the Onsala twin telescopes (OTT), two years after their
inauguration. The different components of the VGOS
systems are briefly described, and the development to-
wards routine operations.

Keywords VGOS - Onsala twin telescopes - DBBC3

1 Introduction

The Onsala twin telescopes (OTT) (Fig. 1) are two
identical VGOS telescopes that were designed by MT
Mechatronics GmbH. The OTT were installed during
2015/2016 in a distance of 75 m from each other.
The ceremonial inauguration took place in May 2017
in connection to the 23rd Working Meeting of the
European VLBI Group for Geodesy and Astrometry
(EVGA) (Haas et al., 2019). Within the International
VLBI Service for Geodesy and Astrometry (IVS) the
OTT are known as ONSA13NE and ONSA13SW, with
2-character abbreviations OE and OW, respectively.
The telescopes have a ring-focus design with a main
reflector diameter of 13.2 m. As all VGOS telescopes
they have fast slewing speeds: 12 and 6°/s in azimuth
and elevation, respectively. The RMS surface accuracy
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Fig. 1: The Onsala twin telescopes at night, with OW (left) and
OE (right). Photo taken by Armin Corbin in early 2019.

of the main reflectors was determined to be 82 um and
102 um for OE and OW, respectively (Losler et al.,
2017), which is fulfilling the VGOS requirements.

2 The signal chain

The OTT are equipped with cryogenic broadband
receiving systems that were built at Onsala and are
to a large degree identical (Pantaleev et al., 2017a).
However, they have two different feed horns. OW is
equipped with an Eleven-Feed of type 2017EFiC-2-
14C-8P. It has hybrid couplers to reduce the needed
number of low noise amplifiers from eight to two.
The design is compact and wide band, with an open-
ing angle of 65°, dual linear polarized covering a
frequency range of 2 — 14 GHz. The intention when
designing the system was to achieve compatibility
with the legacy S/X systems. OE is equipped with a
Quad-Ridged Feed Horn (QRFH) that was purchased
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from Caltech. The type is QRFH-60S-6-3 which
was customized for an opening angle of 60° and a
frequency range of 3 — 18 GHz. The intention when
designing this system was to avoid the RFI-polluted
lower S-band frequencies. The two receiving systems
are interchangeable so that both OTT should be able to
co-observe in mixed-mode with legacy S/X systems,
however, not simultaneously.

The backends are located in the observatory con-
trol room at the 20 m radome enclosed telescope, ap-
proximately 500 m straight line distance from the tele-
scopes. The radio frequency (RF) signals are sent from
the telescopes via optical fibres which are approxi-
mately 1 km long since they are burried 70 cm be-
low the soil surface and cannot follow the straight
line. The cable length variations are monitored with ca-
ble delay measurement systems (CDMS). Each of the
telescopes is equipped with four RF-over-fibre (RFoF)
transmitters each located on the receiver trolley, two
for vertical and two for horizontal polarization. Due
to a high level of radio frequency interference (RFI)
in the lower end of the frequency range and poten-
tial problems with saturation, the polarizations are split
into a low (2.0 - 6.0 GHz) and a high frequency part
(3.8 = 18.0 GHz). The corresponding RFoF receivers
are located in the control room, close to the backends.

The OTT use one DBBC3 backend (Tuccari et al.,
2018) each. These DBBC3s are of type DBBC3-8L8H,
i.e. equipped with 8 IF-modules with 4096 MHz band-
width each. There are eight analogue conditioning
modules, called GCoMo, each covering 4 GHz of
RF-input. The RF-signals are fed into the DBBC3s
according to Tab. 1. Since the highest frequency band
(11.4 - 15.2 GHz) is not yet used for VGOS test
observations, RF-band (3.8 — 7.6 GHz) is currently
split and fed into the two middle modules. However,

Table 1: RF input to the DBBC3s. For the current VGOS test ex-
periments, Band-3 and Band-4 are fed with the same frequency
range. However, all systems are prepared to be fed with a higher
frequency band (red) in the future.
OW - Eleven-Feed  OE - QRFH
RF-band Bandwidth (GHz) Bandwidth (GHz)

Band-1 2.0-38 30-338
Band-2 3.8-176 3.8-176
Band-3 3.8-176 3.8-176
Band-4 76— 114 76-114
(114 - 15.2) (11.4 - 15.2)

the systems are prepared to cover higher frequencies
in the future, see the range marked in red in Tab. 1.

3 Pointing and sensitivity

Soon after the official inauguration in May 2017, first
light was achieved with both OTT and radio source
signals could be detected. Following this, during the
summer of 2017 the work continued to derive point-
ing models. Fig. 2 depicts the current level of pointing
residuals for both telescopes. The RMS residuals for
OE are 14.8 arcsec and 10.3 arcsec in elevation (E) and
orthogonal to elevation (xE), and for OW 15.6 arcsec
and 13.2 arcsec, respectively.
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Fig. 2: Pointing residuals for OE (top) and OW (bottom).
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In the autumn of 2017 first interferometric tests
were done. In a test on 25 September, fringes were
found for some RF bands for OE, and on 5 October
also for OW. Both systems were adjusted and finally
on 13 November 2017 fringes were found in all 4 RF-
bands for OE. It took until 8 February 2018 before the
same was achieved with OW.

Extensive measurements were performed to char-
acterize the OTT system performance at the frequen-
cies currently used for VGOS test sessions. Fig. 3
depicts system equivalent flux density (SEFD) mea-
surements. In general, except for the lowest frequency
range, around 3.0 — 3.5 GHz, which is affected heavily
by RFI disturbances, the goal of 2000 Jy is achieved
with both systems. However, there are also RFI around
5.2 GHz and 5.8 GHz for horizontal polarization.

A complete monitoring of the broadband sensi-
tivity, i.e. not only the current VGOS frequencies, is
planned for the future.
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Fig. 3: SEFD measurements for OE (top) and OW (bottom).

4 Data recording and transfer

The OTT use Flexbuff computers as recorders. Cur-
rently there are two such machines, with 330 TB and
432 TB storage capacity, respectively. The backend
systems can be flexibly connected to any of the
recorders. Extensive tests have verified that recordings
of up to 50 Gb/s are possible. Fig. 4 gives an overview
of the current connectivity of the OTTs. The connec-
tivity to the outside world is using two 10 Gb/s links,
but can easily be upgraded to 100 Gb/s if necessary.

ow OE
32 fibres 32 fibres
DBBC3 #1 DBBC3 #2
2 x 32 Gb/s Mellanox SN2410 2 x 32 Gb/s
1 48x25G +8x 100G [

[Floxoul # }——|——{Fexbutr 2]

| 2 x 10 Gb/s .
to the world

Fig. 4: Schematic overview of the OTT network connection. The
two Flexbuffs have currently 330 TB and 432 TB storage capac-
ity, respectively.

5 VGOS operations

We are very thankful to Ed Himwich for his support to
integrate the DBBC3 control into the VLBI Field Sys-
tem (FS). The OTT operations can now be performed
completely with the Field System FS 9.12.12 VGOS
branch. This includes:

o configuration of the DBBC3 backends

e direct communication with the antenna control
unit

e control of data recording

e control of the cable delay monitoring system
(CDMS), including phase cal (PCAL)
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There is one FS per OTT-system. They are inter-
changeable and can be accessed remotely. The tele-
scopes themselves can be monitored via live-feed cam-
eras, both in the control room as well from the out-
side. Additional monitoring of numerous telescope sta-
tus parameters is possible via the in-house software
“Bifrost”. The data recording is monitored during ob-
servations with spectra and sampler statistics informa-
tion that are displayed graphically on the FS screen.

During 2017, we participated in 6 VGOS test (VT)
sessions of 24 h length, either with one or both systems.
The VT-sessions are observed currently with 8 Gb/s
and are correlated at Haystack observatory. There were
problems with weak fringes and the level of the phase-
cal signals, so that no useful VGOS databases resulted.
In 2018 we participated with OE in total in 18 of
the 24 h VT sessions. One of these sessions was ob-
served with both OTTs. While the PCAL situation
improved during 2018, there were problems with the
DBBC3s. These problems caused data loss and no
VGOS databases could be produced. In 2018 a lot
of work was spent on improving the stability of the
DBBC3s. Finally, the last VT-session in December
2018, which was also observed with both OTTs, was
problem-free. Besides the international VT-sessions,
we also observed with OE in 10 shorter sessions (4—
6 h) with the European VGOS partner stations Wettzell
and Yebes. These European VGOS (EV) sessions are
correlated in Bonn. We also observed 6 sessions of var-
ious observation length together with Kashima, the so-
called OK-sessions with different frequency setup than
the standard VT-sessions and 16 Gb/s recording. A list
of the 2017/2018 observations is provided in Haas et
al. (2019b).

After the steep learning curve in 2017/2018
with continual system improvements, the situation
became stable in early 2019. We participate in both
the bi-weekly VT-sessions as well the EV-sessions,
and the performance is in general good and stable.
The first VGOS databases that could be analysed are
19JANO7VG and 19JAN222VG.

6 Further aspects

During the summer of 2018 a photogrammetric survey
of OE was performed with an unmanned aerial vehi-
cle (UAV). The aim was to investigate the elevation-

dependent variations of the focal length (Losler et al.,
2019a) and to derive a model for signal path variation
(SPV) in the telescope optics due to gravitational de-
formation (Losler et al., 2019b).

The OTT were also equipped with a temperature
and humidity monitoring system. Temperatures are
monitored in different levels and directions in the
telescope towers, inside the telescope azimuth and
elevation cabins, and at various places along the
optical fibres.

Furthermore, a local geodetic survey network with
6 concrete pillars was established around the OTT and
a first epoch survey was performed (Heep, 2018). This
is the basis for a classical local-tie survey which is
planned for 2020.

In early 2019 first short baseline interferometry
measurements were performed between the OTT and
ON, the Onsala 20 m telescope, using X-band observa-
tions (Marknis, 2019), see Tab. 2.

Table 2: Baseline length (L) and standard deviation (o) in the
Onsala telescope cluster, derived from local interferometric mea-
surements at X-band performed in early 2019 (Marknis, 2019).

Baseline L (m) o (mm)
OE - oW 74.9612 +0.2
OE - ON 468,6819 +0.5
OW - ON 540.3115 + 0.4

7 Conclusions and outlook

A little less than two years after their official inaugu-
ration the OTTs have become operational. They are
used operationally on a regular basis for VGOS obser-
vations. Data observed in the IVS VT-sessions are sent
to the correlator at Haystack observatory and VGOS
databases for post-processing are produced. Data ob-
served in the European EV-sessions are sent to the cor-
relator at Bonn. The plan is to continue to contribute to
VGOS observations, both on the international and the
European level.

One important aspect for the upcoming months will
be to start to also observe in the so-called mixed-mode,
using both the OTT and the Onsala 20 m radio tele-
scope that is used for IVS S/X legacy observations.
Further steps are to do additional local interferometry
observations with the Onsala telescope cluster and to
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perform a classical local-tie survey and determination
of the reference points.

On the system level, work will continue to fine-tune
the pointing models, to derive gain curves, and to cali-
brate the OTT.
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Establishment of a New Fundamental Site Ny-Alesund

L. M. Tangen

Abstract We started to build the first part of the
road and bridge in 2013. The rest was done in 2014.
Veidekkearctic did the construction work from Oct.
2014 to Oct. 2015. Both telescopes arrived April 2016.
GNSS, DORIS and Gravity is in operation. Tests with
Tri-band-feed are done and the first broadband feed
will arrive summer 2019.

Keywords Road - Bridge - Telescope

1 Start up

We started summer 2013 with building the road half
the way and a bridge. During the summer, a ship came
and put the new fiber optic cables from Longyearbyen
to Ny—Alesund on the seabed.

Next summer the rest of the road was made and the
station area was prepared for construction work.

Veidekke Arctic got the contract and they started up
autumn 2014 with all fundaments for the buildings and
the geodetic equipment.

The most exciting part was how deep we had to
dig down for the VLBI fundaments. Test drillings said
4 meters and that was correct.

The construction work had to be done during the
winter. The Governor of Svalbard had this as a part of
their permit to build. To do construction work outside
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at Svalbard, during the winter can be a challenge, but
Veidekke did this very well.

In spring 2015, the VLBI towers were finished and
the local tie fundaments were done. The local tie funda-
ments are made as a tripod. Three steel pipes are drilled
down in solid rock. They are frozen with water in the
permafrost. Logging of the stability is done, and all tri-
pod fundaments are not stabile enough. We have made
more fundaments with one H formed steel pole. They
are better.

All buildings (station, gravity, SLR and walkways)
and all geodetic fundaments were finished and deliv-
ered to Kartverket Oct 2015.

2 Technical solutions

The station has to power systems. A UPS system with
generator and the standard one. The UPS is made for
critical systems as maser and cooling only. It is not pos-
sible to move the telescopes when the station run on
UPS/generator.

To keep all signal cables from technical room to
the receiver as stable as possible, they have an own in-
sulated and heated box in the walkways.

3 Telescopes

The telescopes arrived Ny-Alesund in April 2016 and
delivered to Kartverket in September from MT Mecha-
tronics.

10
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Fig. 1: The new station in winter

4 Other things e Operational cost of the Observatory in standby
without observing is about 100 k€.

o Damaging for geodetic activities not to fully utilize
the Observatory due to lack of international corre-
lation capacity

e Maser (T4 Science) in operation June 2016

e Tri-band feed from Yebes for tests in NS (Ny-
Alesund South)

e ACS from Yebes for antenna control

e Backend: DBBC3 and Flexbuff

e First broadband feed from Yebes summer 2019 6 Opportunities

e SLR 2022

e GNSS in operation Nov 2015 Take a closer look to this link and check if you

e Local tie can send an apply for support: https://ec.europa.

e DORIS about 400 m away, connected with local eu/info/funding-tenders/opportunities/portal/screen/
tie opportunities/topic-details/infradev-01-2019-2020;

e Constructor blogg http://veidekkearctic.no/ freeTextSearchKeyword=;typeCodes=1;statusCodes=

31094501,31094502;programCode=null;programDivisionCode=
null;focusAreaCode=null;crossCuttingPriorityCode=
null;callCode=Default;sortQuery=deadline;

5 Other challenges orderBy=desc;onlyTenders=false;topicListKey=
topicSearchTablePageState

e Lack of VGOS correlation capacity

e Test of full VGOS not possible

e Lack of up to date development plan for VGOS
operation/analyzing capacity

e VGOS HW/infrastructure must be built to match
the development plan in item 3.
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Efforts and Attempts to Develop VGOS-like Stations in China

J. Li, C. Liu, H. Zhang, D. Zhao, Q. Fan, F. Shu, R. Zhao, J. Wang, X. Zhang, G. Wang, X. Yang, L. Yu,

Y. Jiang, S. Guo, L. Wang

Abstract The development of the China VLBI network
(CVN) is reviewed in this presentation, especially con-
cerning the efforts and attempts to develop new sta-
tions of the VLBI Global Observation System (VGOS),
the next generation radio telescopes for astrometry and
geodesy.

Keywords VLBI - CVN - VGOS - Radio telescope -
Astrometry - Geodesy

1 Introduction

In contrast to satellite-related techniques such as Satel-
lite Laser Ranging (SLR) and Global Navigation Satel-
lite Systems (GNSS), Very Long Baseline Interferom-
etry (VLBI) is outstandingly characterized in several
aspects. The measurement of VLBI is not detrimen-
tally affected by the uncertainties of Earth gravity field
model, nor the motion of the Earth center. VLBI pre-
cisely determines the relative position / direction of ob-
servation stations and targets. VLBI observation is in
the radio frequency domain and so is available round
the clock and in almost all the weathers except ex-
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tremely bad ones such as typhoon, heavy rain or snow.
The extragalactic radio sources (ERS) of several bil-
lions of light years are almost fixed onto the deep space
background of the Universe. By taking ERS as ref-
erencing target, VLBI determines the relative uncer-
tainty of baseline length up to 1 ppb (1E-9) or better on
the global scale and with extremely high long stability.
VLBI determines all the dimensions of Earth Orien-
tation parameters (EOP) including UT1, polar motion
and corrections to nutation / precession model, pre-
cisely ties the terrestrial reference frame (TRF) with
the celestial reference frame (CRF).

In this presentation, it is described from the point
of view of the authors about the efforts and attempts
to develop stations of the VLBI Global Observation
System (VGOS) in China. Section 2 presents a brief
overview of the China VLBI Network for astrometry
and geodesy (CVN). Section 3 presents a description
of the current situation to develop VGOS-like stations
in China. Section 4 describes some considerations on
the development of new VGOS stations. Section 5 con-
cludes the presentation with some discussion on future
work.

2 Overview of the CVN development

The key techniques sustain the high precision opera-
tion performance of VLBI mainly include the follow-
ings. The progressive improvement in data recording
rate from kilo-bits per second (k bps) to mega- and
to gigabits, and from single to multi channels, which
significantly increases the technical sensitivity. The in-
vention of the bandwidth synthesis technique, which
achieves equivalent delay precision of wide frequency

12
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band by synthesizing the data from multi-narrow fre-
quency channels. If the whole wide band was sampled,
quantized and recorded, the data volume would be
huge and so be costing much more recording medium.
And if only a narrow band was recorded, the delay
uncertainty would be relatively large. The Hydrogen
maser which is essentially high in frequency stabil-
ity, permits those remote stations individually and syn-
chronously collecting the interferometry data which
could be centrally correlated following the observation
sessions. The advanced receiving device of low equiv-
alent noise temperature permits the high technical sen-
sitivity. The sophisticated astrometric and geophysical
models and the improved methods of observation data
processing contribute the high quality and precision of
VLBI products.

In China the VLBI technique development started
from early 1970s. An experimental system of radio
telescope was constructed at Shanghai Astronomical
Observatory (SHAO), Chinese Academy of Sciences
(CAS) in 1974. As shown in Fig. 1 (a), the diameter of
the antenna is 6 m. With this system some international
VLBI experiments were initiated by cooperation with
for instance the 100-m telescope at Effelsberg in 1981
and the 26-m telescope at Kashima in 1985 (Wan et al.,
1983, 1987; Heki, 1995; Li et al., 2010).

The Sheshan 25-m antenna system (Fig. 1 (b)) at
Shanghai is the first modern radio telescope in China,
which participated in VLBI observation from 1987 (Li
and Wang, 2001). The Nanshan 25-m radio telescope at
Urumgqi (Fig. 1 (c)) performed observation from 1994.
The two 25-m antennas are the network components
of the International VLBI Service for astrometry and
geodesy (IVS) and the reference stations in the Interna-
tional Terrestrial Reference Frame (ITRF). They also
significantly improve the U-V coverage of the Euro-
pean VLBI network (EVN).

In 2000, a mobile VLBI station was constructed by
SHAO for the Xi’an Surveying and Mapping Institute.
The station is located at Yunnan Astronomical Obser-
vatory, Kunming, China. It is a 3-m antenna system and
had contributed to the China Lunar Exploration Project
(CLEP) in the experimental observation phase.

Directly promoted by CLEP, in 2006 the Miyun
50-m antenna at Beijing (Fig. 1 (d)) and the Phoenix
Mountain 40-m antenna at Kunming (Fig. 1 (e)) were
commissioned and the SHAO VLBI correlation center
began routine operations (Hong, 2007). Due to the fur-
ther requirements of China’s subsequent lunar and deep

Fig. 1: The CVN radio telescopes.

space exploration, the Tianma 65-m radio telescope at
Shanghai (Fig. 1 (f)) was essentially constructed by the
end of 2012 (Li et al., 2014). The current observation
bands cover L, S, C, X, Ku, K, Ka and Q.

We also have several radio telescopes for deep
space exploration in China, for instance the 35-m at
Kashi and the 64-m at Jiamusi. Now we are devel-
oping some broadband VLBI (VGOS-like) stations
for astrometry and geodesy as well as for satellite
navigation.

3 VGOS-like stations in China

Since 1980s the conventional VLBI observation for as-
trometry and geodesy has been at S/X dual frequency
bands, centered at about 2.3/8.4 GHz. With the pro-
gressively wide application of radio frequency active
emission in national defense, economy development
and daily life, the radio interference to the passive re-
ception of astrometric and geodetic VLBI observation
at S-band becomes more and more serious. In addition
to the rapid development of electronic technology and
the increasing demand of accuracy for astrometric and
geodetic VLBI products, the technical specifications
were recommended for the next generation radio tele-
scopes for astrometry and geodesy (Petrachenko et al.,
2009).

We have roughly three types of VGOS-like sta-
tions with different systematic designs and technical
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Fig. 2: Pictures of the Tianmal3 telescope.

specifications, supported by different institutions and
/ or through different projects. Type I, NTSC13, Na-
tional Time Service Center (NTSC), CAS. Type II,
Tianmal3, SHAO, CAS. Type III, Sheshan13, SHAO,
CAS. The antennas are all about 13 m in diameter, with
high slew rate as 12 °/s in azimuth and 6 °/s in eleva-
tion.

3.1 NTSC13

The frequency band of NTSC13 is 1.2 GHz ~ 9 GHz.
The efficiency is higher than 50 %. The equivalent tem-
perature of the receiver is about 70 K. There are three
stations of NTSC13 located at Kashi, Changchun and
Sanya, mainly for the corrections of systematic uncer-
tainties in the tracking / positioning of navigation satel-
lite.

3.2 Tianma13

The frequency band of Tianmal3 is 3 GHz ~ 18 GHz.
The efficiency is about 50 %. The equivalent tempera-
ture of the receiver is about 20 K. As shown in Fig. 2,
the left panel is a satellite map of the yard of Tianma
65-m antenna, the Tianmal3 is at the right-lower cor-
ner.

Fig. 3: Pictures of the Sheshan13 telescope.

3.3 Sheshan13

In Fig. 3, the left panel is a satellite map of the yard
of Sheshan 25-m antenna, the Sheshan13 is at the left-
upper corner. The broadband receiver of Sheshanl3 is
2 GHz ~ 14 GHz with typical equivalent temperature
as 18 K. The dual band X/Ka receiver is 7 GHz ~
9.5 GHz / 28 GHz ~ 34 GHz and the equivalent tem-
perature as 15 K /25 K. The data recording is 4 chan-
nels of bandwidth 512 MHz and would be updated to
1 GHz.

Fig. 4 shows the system temperature (Tsys) of She-
shan13. The broadband is about 40 K but contaminated
by many interference signals below 6 GHz and at about
13 GHz. The dual band frequency is down converted to
3 GHz ~ 12 GHz. The system temperature at X-band
is about 30 K and at Ka-band about 60 K. Table 1 lists
out the aperture efficiency and the system equivalent
flux density (SEFD) at various frequencies and at ele-
vation about 50°. For the broadband the typical aper-
ture efficiency is above 50 % and the SEFD is about
1600 Jy. On 14 September 2018 we got the first fringe
at broadband between Sheshan13 and Tianmal3. Fig. 5
shows a recent fringe example. We are planning to join
in VGOS trial experiment in a tagged along mode in
the next step to further test and improve the station ob-
servation system.

4 Considerations of new VGOS stations

VLBI is hitherto the sole technique to determine CRF,
EOP and TRF simultaneously. VLBI is applied to de-
termine the orientation and the referencing positions
/ directions of the CRF as well as its densification.
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Fig. 4: The system temperature of Sheshan13.

4C39_25.0PVC4F, No0150, ST

SESHANI3 - TIANMA13, fgroup B, pol XX
0.0 i

T T Fringe quality 7

Mk4/DiFX fourfit 3.20 rev 2515 .
multiband delay (us)
—0.015 —001 —5x107 o 5x107°

3 0.0e+00
| Z Delays (us)
1o £5BD -0.053395
| S MBD -0.000000
| Fringe rate (Hz)
N 0.021335
M lon TEC  0.000
Y4V AV, Ref freq (MHz)
° eV Vi NVIRY, v A L o 6000.0000
~ AP (sec) 1.024

amplitude

v9709a
Xper # 16383
day

2019:196:083415
07 2019:143:075521
RA & Dec (J2000)
09h27m03.0139365
+39°02'20.851856"
CDEFA

30 20 —10
Avgd. Xpower Spectrum (MHz)

Amp. and Phase vs. time for each freq., 7 segs, 4 APs / seg (4.10 sec / seg.), time ticks 5 sec
a b fghijklimnopqgrstuvwxyzAB

~10 0 10
singleband delay (us)

i
ETIrT
phase

—180

Fig. 5: The broadband fringe between Sheshan13 and Tianmal3.

VLBI determines the angular positioning precisions of
ERS up to milli-arcsecond (mas) or better. In TRF the
VLBI technique provides the referencing stations and
determines the scale factor. The positioning precision
of long distance on the Earth is up to 1 ppb or better.
VLBI precisely determines all the EOP, improves the
studies of the EOP stimulation mechanism, Earth inner

Table 1: The aperture efficiency and SEFD of Sheshan13.
Frequency Elevation Efficiency SEFD

(GHz) ) (%) Jy)
Broadband

4.45 56.99 52.26 2019

5.45 5723  64.15 1522

6.45 5748 42.74 1596

7.45 5778 46.01 1501

8.45 58.03 53.71 1585

9.45 58.28 50.74 1669

10.45 58.53 54.71 1547

11.45 58.82  50.33 1706
Dual band X/Ka

7.15 45.19 61.78 1268

8.65 4727 62.26 1171

9.15 45.86 61.36 1578

30.85 51.10 49.11 2892

structure modeling (Free core nutation) and geophysi-
cal models, in particular provides crucial and reliable
external constraints of geophysical models.

The selection of a new astrometric and geodetic
VLBI observation site requires comprehensive consid-
erations about the radio interference background, cli-
mate characteristics, historical archive of disastrous
weather records, geographical location, as well as con-
venience in transportation, water and electricity sup-
ply, electronic communication and so on. Some other
aspects are also meaningful to be mentioned concern-
ing for instance the geometric shielding of the antenna,
Ka-band observation and supporting to deep space ex-
ploration.

Fig. 6 shows the correlation between the station
vertical coordinate and the excess zenith delay of at-
mosphere (Wen et al., 2017) from covariance analysis,
where oy, 0z, and Ryz, represent respectively the un-
certainty of the vertical coordinate, that of the excess
zenith delay and the correlation coefficient. It is shown
that the coefficient is larger than 0.80 at elevation 20°,
and is still larger than 0.55 even at elevation 7°. There-
fore in the selection of a new site the significant geo-
metric shielding should be avoided in order to get pre-
cise vertical coordinate determination of the station.

Compared to X-band, the advantages of VLBI
observations at Ka-band include more compact ex-
tragalactic sources, relatively smaller effect of core
shift, as well as helpful to improve the precision in the
realization of radio celestial reference frame and in
the linkage to the quasi-inertia optical frame of Gaia
project (Li et al., 2017). Advantages in terms of deep
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Fig. 6: Correlation between the station vertical coordinate and
the excess zenith delay of atmosphere.

space exploration are high in telemetry data rate, high
in VLBI tracking precision, and helpful to mitigate
detrimental effects of ionosphere and solar plasma
on the observed time delay. Disadvantages include
relatively weak extragalactic sources, high precision
requirement of reflector and antenna pointing, and
susceptible to atmospheric absorption and emission
effects. But the loss in system sensitivity due to these
factors could be mostly compensated by the rapid
development in high data rate sampling and recording
techniques. Therefore the Ka-band VLBI observations
are strongly recommended in the development of new
VGOS stations.

5 Concluding remarks

Since the development of the experimental system of
radio telescope in China in 1970s, the CVN has been
greatly contributed to studies of astrophysics, astrom-
etry and geodesy for more than forty years, and also
to the CELP and other deep space exploration projects
of China for more than ten years. Various institutions
/ institutes of China through various projects are now

devoting to the development of the next generation ra-
dio telescopes for astrometry and geodesy, the VGOS-
like stations. As the continuation of technical practice
and the accumulation of implementation experience we
will have more new VLBI stations in the near future.
We are also seeking opportunities to develop some in-
ternational VGOS-like stations by cooperation. Some
considerations on the development of VGOS stations
are presented for criticism and reference.
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Measuring Focal Length Variations of VGOS Telescopes
Using Unmanned Aerial Systems

M. Lésler, C. Eschelbach, R. Haas, A. Greiwe

Abstract VLBI radio telescopes are large technical
facilities whose structures are affected by several
deformation patterns. In particular, temperature- and
gravity-dependent deformations bias the estimated
global telescope position and, therefore, if uncorrected,
deteriorate the geodetic results that can be derived from
the geodetic VLBI analysis. The rigidity of a telescope
structure under varying acting forces is restricted by
its structural properties. Large conventional radio
telescopes are more affected by deformation effects
than the new compact-designed VGOS antennas. The
design document for the next generation VLBI system
(today called VGOS) states <300 wm as requirement
for the path length stability. A traceable metrological
system that can be used to check this stability level
must be at least three times better than the require-
ments. Close range photogrammetric methods fulfil
these accuracy requirements but usually need a crane
during the survey of a telescope. To avoid the latter,
an unmanned aerial system was used for the first
time to evaluate the possible deformation of the main
reflector surface of the north-eastern of the Onsala
twin telescopes (ONSA13NE). The focal length of the
ring-focus paraboloid was derived in several elevation
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angles to study the gravitational deformation effects
on the main reflector of this VGOS antenna.

Keywords VGOS - Ring-focus paraboloid - Antenna
deformation - Focal length - Unmanned aircraft system

1 Introduction

The backbone of the next generation geodetic VLBI
system will be formed by a new designed type of radio
telescopes. These new radio telescopes, often refereed
to as VGOS' radio telescopes, are of a more compact
design and are able to move faster than conventional ra-
dio telescopes. One of the most important advantages
of the compact design is the stability of the telescope
structure against acting forces. However, radio tele-
scopes are large technical facilities and the rigidity is
restricted by structural properties. Known deformation
patterns of conventional radio telescopes like thermal
expansions (e.g. Haas et al., 1999), seasonal variations
(e.g. Mihler et al., 2018) or gravitational sags (e.g.
Bergstrand et al., 2018) can be fully transferred to the
VGOS generation of radio telescopes, but have partly
smaller amplitudes. Moreover, most of the VGOS ra-
dio telescopes make use of an improved main reflector
design, i.e., the ring-focus paraboloid. Hence, measure-
ment methods and mathematical models, which were
suitable for conventional radio telescope, are not nec-
essarily applicable for VGOS.

Thermal and seasonal variations of VGOS antennas
have been investigated and modeled (e.g. Losler et al.,
2013; Mihler et al., 2018). However, gravitational de-
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formations of the main reflector are not studied in de-
tail so far. In this investigation, the focal length varia-
tions of ONSA13NE, the north-eastern of the Onsala
twin telescopes, is derived to analyse the deformation
behavior of a VGOS antenna. Moreover, an unmanned
aerial system (UAS) is used to observe the main reflec-
tor in several elevation angles, for the first time.

2 UAS-based observation strategy

Close range photogrammetry has a long history in ra-
dio telescope surveying, dating back to the early 1960s
(e.g. Findlay, 1964). Usually, photogrammetric meth-
ods are used to adjust the panels of the main reflector
(e.g. SiiB et al., 2012). On the one hand, advantages
are the achievable uncertainties of <100 um for dis-
crete signaled markers and no heavy equipment has to
be mounted onto the telescope which may cause fur-
ther deformations. On the other hand, a large crane is
needed to retrieve a block configuration with suitable
camera positions in several elevation angles of the tele-
scope.

Since recent years, unmanned aerial systems (UAS)
are well-established as sensor platform for small for-
mat close range aerial photogrammetry. The unmanned
aerial vehicle (drone) is equipped with several navi-
gation sensors, e.g. GNSS and IMU, and remote con-
trolled by a ground-station. Usually, the waypoints of
the flight path as well as the trigger points for the cam-
era are scheduled by a flight plan. Due to practical rea-
sons, in this project the camera was controlled remotely
by the pilot via video screen.

The equations of the central projection, which
transforms three dimensional object coordinates
(Xp Yp Zp)T to corresponding planar image coordi-
nates (x’ y)T, are given by

Y exl —cl (xp=X0)+r21(Yp=Yo)+r31(2p-2y) Ax (1a)
0 " ri3(xp-Xo)+ro3(Yp-Yo)+r33(2p-29) ’
V=y)-c r12(Xp=Xo)+r20 (Yp-Yo)+r32(2p-2p) Ay (1b)

r13(Xp=Xo)+r23(Yp=Yo )+r33(2p-2p)

Here, the principal distance ¢, the principal point x;,,
y(') and the distortion effect parameters 4x’, Ay’, which
compensate for the radial-symmetric lens distortion
and the decentring distortion, are known as interior ori-
entation, which are usually constant for all images of a

Fig. 1: Differences in spectral information acquirements be-
tween Foveon based sensorS (left) and color filter arrays like
Bayer pattern (right) (Verhoeven, 2010).

photogrammetric bundle. The parameters of the exte-
rior orientation refer to the image position and orien-
tation w.r.t. the global reference frame and are given
by

Xo ri1 Fi2 13
Po=| Y |, R=|ry rnms|,
Z 31 132 133

respectively (cf. Luhmann, 2018, Ch. 4.2.1).

The weight of the camera restricts the operating
time of the UAS. For that reason, a lightweight 380 g
consumer camera Sigma DP3 Merrill was used in-
stead of a heavy high-precision photogrammetric cam-
era. This yields in a flight time of about 25 min. Due
to the fact that consumer cameras are not geometri-
cally stabilized, the parameters of the interior orienta-
tion were calibrated in-situ during the bundle adjust-
ment for each measurement campaign (e.g. Luhmann,
2018, Ch. 4.4.2).

The image sensor of the camera based on the
Foveon chip and captures full color information
for each pixel (e.g. Greiwe and Gehrke, 2013). For
comparison, the elements of color filter arrays like
Bayer pattern are only sensitive for one waveband
and the full color is obtained by interpolations (e.g.
Verhoeven, 2010). Figure 1 depicts the differences
in acquired spectral information between a Foveon
based sensor and a color filter array. Full true color
information increases the micro-contrast and leads to
better image measurements e.g. edge detection during
the analysis process. The main reflector surface of
ONSA13NE2, the north-eastern of the Onsala twin
telescopes, was equipped by 72 discrete 12-bit coded
markers. Additionally, four markers were attached

2 https://youtu.be/sNnHvBaQ3_w
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Fig. 2: The VGOS radio telescope ONSA13NE equipped with
several coded markers, scale-bars and coordinate cross during
the UAS-based photogrammetric survey of the main reflector
surface.

at the sub-reflector together with a coordinate cross,
which approximately defines the datum of the resulting
point clouds by six markers. To transfer the point cloud
into a metric system six carbon fiber scale-bars were
attached at the sub-reflector, at the strut elements
and at the rim of the dish. Figure 2 depicts the
prepared main reflector surface of the ONSAI13NE
during a UAS-based measurement campaign, using a
HP-TS960 (HEXAPILOTS).

To obtain a possible deformation pattern of the
main reflector, measurement campaigns were carried
out redundantly from elevation 0° up to 90° using a
step-size of 10° as well as one time in 34°. The flight
plan for each elevation angle consists of two flight lines
and two concentric spatial circles around the axis of

Table 1: Parameter of the flight plan that is used for each mea-
surement campaign. The distances are related to the apex of the
main reflector surface.

Type Traverse (m) Circle (m)
Distance 14 14 19
Radius - 6.5 115

symmetry of the main reflector, cf. Table 1. Figure 3
depicts the established flight plan for elevation angle
30°.

Instead of using a configuration where the camera
orientation is aligned to the axis of symmetry of the
main reflector, the diametrical direction of the main re-
flector was pointed for each taken image. About 150
suitable images were taken per campaign and analysed
by the bundle adjustment software package AICON 3D
Studio. The software extracts coded markers as well as
natural circular targets at the telescope e.g. screws au-
tomatically. Thus, more than 500 points are used dur-
ing the adjustment process per campaign. The uncer-
tainties of the coded markers are between 80 um and
120 um w.r.t. the global datum. A detailed description
is given by Losler et al. (2019).

3 Focal length variations

As most of the new VGOS radio telescopes, the main
reflectors of the Onsala twin telescopes are designed as
rotational symmetric ring-focus paraboloids (e.g. Pan-
taleev et al., 2017). A ring-focus paraboloid results by
combining two quadric surfaces, i.e. a paraboloid and
a cylinder. A closed mathematical model of a double-
elliptic ring-focus paraboloid was recently derived by
Losler et al. (2017, 2018a,b, 2019) and reads

2

2 2, 2 2
ay(xi—ring )" +a;(yi — rinyi)” = zi.

Heightin m
N
o

***** Ring-focus
@ Traverse
—— Circle

6365403
6365410
6365417

UTM-North in m
Fig. 3: Established flight plan for elevation angle 30° that con-

sists of two traverses and two circles. The main reflector surface
is plotted in the background.
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33314899

UTM-Eastinm 33314889
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Here, a; and a, are the parameters of the elliptic
paraboloid and (x; y; z; )T are the coordinates of
the ith point lying on the paraboloid surface. The
point-dependent cylinder parameter r; = f(by,bs,¢)
results from the inverse semi-major and the inverse
semi-minor axes b; and bp, respectively, and the
cylinder orientation ¢. The normalized normal vector
perpendicular to the cylinder axis is denoted by n;. In
case of a rotational symmetric ring-focus paraboloid,
the restrictions a; = ap and by = b, hold (cf. Losler
et al., 2018a,b). By applying a rotation sequence and
a translation, the canonical form is transformed to an
arbitrary position in space.

The estimated point sets of each bundle adjustment
were corrected for thermal expansions. The parameters
of the ring-focus paraboloid were derived by Eq. 2 us-
ing a proper errors-in-variables (EIV) solver. For rig-
orous uncertainties propagation, the dispersion of the
estimated point sets was introduced to the EIV to de-
fine the a-priori stochastic model of the observations.

Table 2 summarizes the campaign-wise estimated
overall RMS values. The panels were adjusted at eleva-
tion 34°, thus, smallest deviations can be expected for
elevation angles close to 34°. This assumption is con-
firmed by the estimated RMS values, because larger
values can be found close to 0° and 90°, whereas small-
est values are given from 30° to 50°.

Table 2: Estimated RMS w.r.t. different survey elevations e.

€ | 0° 10° 20° 30° 34° 40° 50° 60° 70° 80° 90°
RMS |204 187 200 167 169 192 182 173 178 221 282
inum|190 194 166 147 — 154 155 162 167 227 292

The paraboloid parameter a yields the focal length
via F = #.

Figure 4 depicts the estimated focal lengths of the
21 measurement campaigns by red dots. Red error-bars
indicate the related uncertainties (20). The focal length
varies in a range of +£1.1 mm and depends on the ele-
vation angle. The maximum occurs at 90°, which con-
firms the assumption that the main reflector becomes
flatter in higher elevation positions (cf. Losler et al.,
2019).

To predict the variations by a suitable function, a
common cosine function was adapted, i.e.,

F(e) =3.7017m—-2.3mmcose. 3)

3.704
£3.703
£
L3702
e —
£ e
Saror e 2
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8 I —
° s
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Elevation in ©
Fig. 4: The estimated focal length of the 21 measurement cam-

paigns with uncertainties (207) are illustrated by red dots. The
derived prediction function and the related confidence interval
(20) are plotted in black and grey, respectively.

The resulting prediction function is plotted as black
line. The grey colored band indicates the related 20
confidence.

For comparison, the variations of the focal length
are 10-times smaller than reported for conventional ra-
dio telescopes (e.g. Sarti et al., 2009; Nothnagel et al.,
2013; Bergstrand et al., 2018). The compact-design as
well as technological improvements result in a higher
rigidity and damped deformations and correspond to
the theoretical intention of the VGOS-specifications
(Petrachenko et al., 2009).

4 Conclusions

For the fist time, elevation-dependent gravitational de-
formations of the main reflector of a VGOS-specified
radio telescope were studied in detail at the Onsala
Space Observatory. The focal length of the north-
eastern of the Onsala twin telescopes (ONSA13NE)
varies by about +1 mm and can be predicted by a
cosine function.

For this purpose, photogrammetric methods were
used to observe the radio telescope in several elevation
angles. Instead of using a large crane for data record-
ing, an unmanned aircraft system (UAS) carried out the
surveying campaigns. To our knowledge, this was the
first time that an UAS is used in radio telescope sur-
veying. The uncertainties of a discrete measured point
was about 100 um and fulfilled the requirements to
be at least three times better than the expected varia-
tions. Summarized, for free-standing radio telescopes,
the UAS provides a promising and practicable survey-
ing method. Neither a crane is required nor additional
heavy equipment has to be mounted.
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Instrumentation Developments for VGOS at IGN Yebes

Observatory
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Abstract IGN Yebes Observatory keeps on develop-
ing the required instrumentation for its RAEGE net-
work of VGOS radio telescopes, together with broad-
band receivers for other institutes like NMA and FGI
which are finishing their VGOS antennas. These devel-
opments include new VGOS receivers, low noise am-
plifiers and hybrid circuits, feed optimization, phasecal
and noisecal units, cryogenic cooling control units, RFI
monitorization and telescope control.

Keywords VGOS - RAEGE - Receiver - Amplifier -
Feed - RFI - Geodesy

1 Introduction

The Yebes Observatory of the Spanish Direccion Gen-
eral del Instituto Geogrdfico Nacional (IGN) keeps on
developing the required instrumentation for its RAEGE
(Red Atlantica de Estaciones Geodindmicas y Espa-
ciales) network of VGOS radio telescopes in Yebes,
Santa Maria, Gran Canaria and Flores. In addition, it
is developing instrumentation for other institutes, like
NMA, FGI or BKG. These developments include new
VGOS receivers, low-noise amplifiers and hybrid cou-
plers, feeds, phasecal and noisecal units, vacuum and
cryo-cooling control units, telescope control software
and local-tie measurements. Finally, RFI monitoring is
performed, too.

José Antonio Lopez Pérez et al.
Observatory of Yebes - Instituto Geografico Nacional
Cerro de la Palera S/N Yebes, Spain

(Correspondence: jalfernandez @fomento.es)

The observatory also operates two radio telescopes,
13.2 m and 40 m in diameter, respectively (see Fig. 1);
the first one runs regularly VGOS observations and the
second one, legacy IVS observations since 2008. Two
GNSS receivers are managed too: one integrated in the
international network and a second one in the Spanish
national one. It also runs two gravimeters, an absolute
and a relative superconductor one.

Funding has been approved for the installation of
an SLR (Satellite Laser Ranging) station in the next 5
years which would transform Yebes Observatory into a
GGOS core station.

2 RAEGE project

The Spanish-Portuguese collaboration in RAEGE
project is still active and the Santa Maria station

Fig. 1: Yebes Observatory telescopes. From left to right: ESSCO
13.7 m (radome), ARIES 40 m and VGOS 13.2 m.
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has resumed VLBI observations with a simultaneous
tri-band (S/X/Ka) receiver.

The civil works for the VGOS telescope in Gran
Canaria island have been delayed due to administrative
and environmental authorizations for the selected site
(Artenara). It is expected to start with these works in
late 2019.

Similarly, the VGOS telescope in Flores island
(Azores) is delayed too. It it expected to perform the
call for tenders for the construction of this telescope in
2020.

3 Broad-band receivers

Yebes Observatory is responsible for the design and
construction of three cryogenic VGOS broadband re-
ceivers: two for the Norwegian Mapping Authority
(NMA) and one for the Finish Geospatial Research
Institute (FGI). A fourth one is in progress for Santa
Maria RAEGE/VGOS station.

These broadband receivers are cooled using a two
stage cryostat (15 and 50 K) and operate between 2
and 14 GHz. They have cryogenic low noise amplifiers
designed and built at Yebes laboratories and deliver a
receiver temperature below 25 K along the whole band
in a free RFI environment. They provide two linear or-
thogonal polarizations simultaneously.

Two of them will be delivered by the second half of
2019, one to NMA and one to FGI, respectively.

Fig. 2 shows the receiver block diagram in which
we can see its different modules. It follows the ap-
proach shown in Garcia Carrefio et al. (2016) with
some upgrades. After the cryostat, the signal is split
in two sub-bands: 2.1 —5.6 GHz and 3.6 - 11.6 GHz
following Haystacks’s approach to avoid the saturation
of the optical fiber amplifiers from strong RFI signals
in the lower part of the band. The signals once ampli-
fied, filtered and transported through optical fiber links
to the backends room, are directed towards two identi-
cal DBBC3 RF interface modules designed and built at
Yebes. These modules split the signals from both po-
larizations into four frequency sub-bands ready to be
injected into the DBBC3. The filtering and condition-
ing module for the DBBC3 does not use tuneable LOs
and in case that the observing bands change they can
be adapted by replacing the pass band filters by new
ones.

Fig. 2: Schematics of the VGOS broad band receiver for NMA
and FGI.

Fig. 3: Receiver temperature for the FGI broadband receiver
along the band.

Fig. 3 shows the receiver temperature measured in
both linear polarizations along the band. The peaks at
low frequencies are mainly due to RFI associated to
WiFi, UMTS, Bluetooth, WiMax and other sources of
noise. They are also caused by mismatching between
QRFH feed and LNAs.

The receivers use a cryogenics and vacuum con-
trol system which has been overhauled from a previous
version used in the Yebes VGOS receiver. This new
version has a remote ethernet connection to the Local
Area Network that allows remote monitoring and con-
trol of both pumps (rotatory and turbomolecular), the
cryogenic temperature, the vacuum sensors, the elec-
trovalve, and the heat resistors and regenerators. This
remote monitoring and control eases the operation of
the receiver, adds stability and provides a complete
time log of the cryogenics. It is integrated in the control
system of the telescope and can be used by third party
software.
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4 Tri-band receiver for Ny-Alesund

The NMA runs two twin VGOS radio telescopes at
Ny—Alesund station which were inaugurated during the
last IVS General Meeting in June 2018. In order to test
these radiotelescopes, NMA borrowed from Yebes Ob-
servatory one tri-band receiver which simultaneously
works in the bands 2.2 — 2.7 GHz, 7.5 -9 GHz and
28 — 32 GHz. The receiver was mounted first in one
antenna and then in the second one to test the tele-
scopes and determine the pointing and focusing model.
The SEFD and the efficiency at X-band were estimated.
Both telescopes were using the Yebes control software
and the Yebes pipeline and reduction software. Re-
ceiver temperatures are below 30 K at S, X and Ka band
in all cases.

Yebes staff has assisted NMA in the installation and
operation of this receiver.

It has to be mentioned that the X-band LNAs were
broken due to high RFI from radars emitted by ships
coming in the Ny-z&lesund fjord. They were replaced
and now the pointing to the fjord is avoided.

5 QFRH revisited

Yebes Observatory has worked in the optimization of
the QFRH design from JPL used in the VGOS radio
telescopes. The Yebes design resembles the original
design but has slightly changed the profile and the con-
nectors (coaxial ones). The antenna works between 2.3
and 14 GHz in dual linear polarization. The drawings
allow to manufacture it easily. The efficiency is slightly
better than the original design, above 0.55 along the
whole band, but the reflection is slightly worse (see
Fig. 4.

6 Linear to circular polarization: hybrids
and software

One of the main drawbacks of broadband receivers is
the need to use linear polarization. This has prevented
an easy simultaneous operation with the IVS legacy
observations which only use Left Circular Polarization
(LCP). The usage of linear polarization generates new
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Fig. 4: Efficiency by the QFRH along the frequency band.

problems to be taken into account like variable polar-
ization coming from the paralactic angle which differs
at the different radio telescopes on the Earth. Sources
may be totally or partially polarized and since their par-
alactic angle changes with time it is necessary to ob-
serve in both polarizations to recover the whole signal.
Furthermore, instrumental effects should also be taken
into account. The conversion from linear to circular po-
larization can be done by either software or hardware.

Yebes Observatory has developed a solution based
on cryogenic 3 dB/90-deg multi-octave stripline hy-
brids which can be used to obtain both circular polar-
ization signals from linear polarization ones. The us-
age of such devices at cryogenic temperatures (15 K)
only increases 1.5 K in average the noise temperature
of the LNAs. This solution guarantees cross polariza-
tion below 25 dB, an axial ratio below 1 dB, an am-
plitude unbalance below 0.9 dB and a phase unbalance
lower than 3 degrees. To achieve such specifications the
length of the lines has to be controlled with great ac-
curacy but this is achievable using special connectors.
Fig. 5 shows the hybrids performance along the fre-
quency band. This solution has not been implemented
on a geodetic VLBI receiver yet, but BRAND project
from Radionet, is considering it as a first option.

The alternative approach to convert linear to circu-
lar polarization is by software using PolConvert soft-
ware by Ivan Marti-Vidal. This task is part of the effort
started by the EU-VGOS project which aims to create
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a pipeline that performs the correlation, polarization
conversion, instrumental polarization calibration and
fringe fitting along the whole band to estimate the dis-
persive effects of the ionosphere. The goal is to obtain
the final observable: the broadband delay for each scan
and baseline from which the length of the baselines is
estimated. EU-VGOS observes regularly with the Eu-
ropean antennas from Onsala, Wettzell and Yebes to
test this pipeline currently under development.

7 Ultra low noise wide band amplifiers

Yebes Observatory has developed two kind of low
noise cryogenic ultra wide band amplifiers in the band
between 2 and 14 GHz. The first option is a com-
pact, light single-ended amplifier which is usable in a
much larger band, between 0.5 and 18 GHz. The aver-
age noise temperature is 6.1 K, the gain 33.9 dB, with
an input IRL of —1.5 dB and an ORL of -16.9 dB.
The power consumption is 36 mW. This amplifier has
a large input reflection and an alternative solution was
investigated using a balanced amplifier.

The balanced amplifier uses 3 dB/90-deg hybrids
and the results are excellent. The penalty for using the
hybdrids is very low. The noise temperature increases
only 1.5 K in average, up to 7.6 K, the gain is 33.8 dB
but the IRL drops to —21 dB and the ORL to —23 dB.
Two versions of balanced LNA have been developed.

Fig. 5: Hybrid performance: transmission, reflection, amplitude
error and phase error, along the frequency band.

One for the 2 — 14 GHz band and another for the 1.5 —
15 GHz band (BRAND receiver).
The behaviour of both amplifiers is shown in Fig. 6.

Fig. 6: Noise temperature and gain of single ended and balanced
amplifiers.

8 Phase Cal developments

The phase cal system for VLBI is composed of two
subsystems: the antenna unit and the cable delay mea-
surement system which estimates the variable delay
in the signal caused by the cables between the re-
ceiver and the VLBI backends. This system devised by
A. Rogers is very powerful and it is in use at the IVS
radio telescopes.

We have optimized the antenna unit system by pro-
viding extra features. The noise and phase unit at Yebes
is installed at the receiver trolley, very close to the cryo-
stat. It uses short semirigid coaxial cables to decrease
the variability caused by temperature variations in the
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receiver cabin. The system generates pulses 10 MHz
apart and works between 2 and 14 GHz. The pulse gen-
erator is based on Hittite ultrafast logic gates, a similar
approach as in Haystack. The noise cal can be switched
at 80 Hz rate. The whole unit is shielded and it is tem-
perature stabilized using a Peltier cooler and passive
insulation. The control and monitoring of the unit is
done with a Rapsberri Pi using Python scripts. Yebes
labs have built 9 units for BKG, AGGO, NMA, FGI
and Yebes and is integrating this system in the VGOS
receivers in construction for NMA and FGI.

The Cable Delay Measurement System (CDMS) is
based on the legacy design but it has been adapted in
a single PCB to simplify its usage. A new CDMS is
being developed and is still under tests; it does not re-
quire a frequency counter. The system compares the
5 MHz reference from the generator module with the
5 MHz signal coming from the antenna unit installed in
the receiver trolley. Both signals are phase compared in
a phase detector, whose DC output is read by a 24-bit
ADC. The achieved RMS is < 5 ps, which corresponds
to < 0.003 degrees in phase. This system yields higher
sensitivity and lower phase noise. It is currently under
tests and will be extended to other telescopes once it is
validated.

9 RFI measurements

After several test to avoid a Tsys increase due to
RFI, the configuration shown in Fig. 7 was adopted.
A 3 GHz high-pass filter was installed at the de-
war’s output. In addition, a PIN diode power limiter
(+6 dBm) was installed at each optic fiber link input,
in order to protect them from damage due to strong
RFI which is present and could enter the receiver
during antenna maintenance at O deg elevation. With
this configuration, we managed to reduce Tsys from
70 K down to 50 K.

In addition, a line of research on high temperature
superconducting filters (HTS) has been started at Yebes
labs (Huang et al., 2018).The initial project was a sharp
HTS filter for the legacy S-band, which is the worst one
in terms of RFI. The specifications for this filter were
very selective in order to reject high power radiolinks
close to this band.

After this, the simulation of an HTS filter for VGOS
is underway with promising results. The current con-
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Fig. 7: Yebes VGOS receiver configuration.

figuration considered for VGOS is a band-pass filter
(2—-14 GHz) with one notch at a pre-defined frequency.

Finally, it has to be mentioned that a new RFI mon-
itoring station has started operations on the roof of the
laboratory building. It allows the monitorization of RFI
from 1 to 40 GHz.

10 Conclusions and outlook

Two large and ambitious goals for Yebes Observatory
are planned for the next four years using European
funds from regional development. The first one is the
construction of a future Satellite Laser Ranging station
at Yebes. In the next months we will make a study of
the requirements for the telescope and ancillary equip-
ment and the software. Once this is decided, the ac-
quisition of the equipment will take place and later the
building that hosts the telescope will be built.

The second goal consists in the extension of the cur-
rent building of laboratories and workshops. The new
building, whose civil works will start shortly, will host
several laboratories, including a clean room and work-
shops to host precision milling machines and lathes as
well as metrology equipment.
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DBBC3 Towards the BRAND EVN Receiver

G. Tuccari, W. Alef, S. Dornbusch, R. Haas, K.-A Johansson, L. La Porta, H. Rottmann, A. L. Roy,
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Abstract The DBBC3 is a flexible VLBI backend and
environment that supports a wide range of observa-
tional needs via a suite of FPGA firmware types. The
hardware can sample up to eight 4 GHz-wide baseband
signals and convert to digital streams over multiple
10GE links on fibre. The development team has an on-
going development programme that has enhanced ex-
isting modes and introduced new desired modes as user
requirements evolve. Three different firmware types for
observing have been implemented which will be briefly
summarised: Direct Sampling Conversion (DSC), arbi-
trary selection of bands (OCT), Digital Down Conver-
sion (DDC). These modes cover all the requirements
of astronomical, VGOS and legacy geodetic VLBI of
the present, but also of the near future. At the same
time the DBBC3 is an important platform for addi-
tional new modes to be implemented for the BRAND
receiver. This paper describes the use of the DBBC3
for the receiver development, pointing out which ele-
ment in the current DBBC3 structure will be part of
the BRAND receiver in order to simplify its introduc-
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tion into the existing VLBI environment at telescopes
with a DBBC3 backend.

Keywords Digital Receiver - VLBI - VLBI Backends

1 Introduction

The Digital Base-Band Converter 3 (DBBC3) is
the third generation VLBI backend developed in a
European collaboration under the lead of G. Tuccari
(see e.g. Tuccari et al., 2019). The system is mod-
ular and, as of today, in a configuration with eight
sampler/processor pairs is fully VGOS compliant.
It takes as input eight 4 GHz-wide IFs in the range
0 GHz to 15 GHz. Different channel (sub-band) widths
of 1-2-4-8-16-32-64-128 MHz can be selected from
each 4 GHz input via Digital DownConverter (DDC)
firmware for output. Alternatively OCT filters allow
the selection of arbitrary parts of the band using 32-tap
FIR convolutional filters acting on the time series from
the sampler. Filter tap weights have been designed
to produce filter widths of 512 MHz, 1024 MHz and
2048 MHz and others are possible by simply loading
different weights into the tap registers. When using
the 2048 MHz filter one can use two filters to cover
the full 4 GHz, which makes this mode compatible
with the R2DBE system used in the Event Horizon
Telescope. The full 4096 MHz band can be output also
without any channelisation. The resulting output data
rates are 16/32/64/128 Gbps.

For the European VLBI Network (EVN) the
DBBC3 shall replace the DBBC2 using its backward-
compatible modes, and at the same time open the
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Fig. 1: DBBC3 VGOS model: 8 IFs with 8 groups of ADB3
samplers and CORE3 processing boards. This unit can deliver
128 Gbps with 2-bit samples (output limit is 512 Gbps).

avenue to observations with data-rates up to 32 Gbps,
possible with EVN’s widest IFs at higher frequencies.

2 Modifying the DBBC3 for the BRAND
project

The BRAND EVN project is a EU-sponsored engineer-
ing research effort to develop and build a prototype
receiver with a frequency coverage from 1.5 GHz to
15.5GHz (see Alef et al., 2019). The full band will
be sampled in the receiver box without any down-
conversion. All usable parts of the band will be selected
on the same board as the sampler chip via four power-
ful FPGA processors. Pieces of up to 4 GHz width rep-
resented as 8-bit samples will be sent to the backend
via optical fibres. The overall structure of the data flow
can be seen in Fig 2.

The DBBC3 is used here as an ideal platform
to handle 4 GHz portions of the full 14 GHz input
band for creating compatible VLBI channels with the
observing modes described in the introduction. The
actual bandwidth of the BRAND EVN channels will
be slightly different from VLBI standards due to the
different sampling frequencies compatible with the
sampler chip. The sampler device includes its own
synthesizer which operates in a restricted range from
which sampling clocks can be selected. The value
selected for BRAND, 28.732 Gsps, is not a power of
2 but allows one to derive integer MHz bandwidths

Fig. 2: Four bands (IFs) are fed to the four inputs of the sampler
chip (blue). They are either one of 0 GHz to 14 GHz or 14 GHz
to 15.5 GHz and one of the possible polarisations. In the FPGAs
(green) the serial data streams are converted to parallel. Next
step is band selection, then polarisation conversion or other pre-
processing. Last the digitised data are streamed to ethernet. In the
DBBC3 (red), standard VLBI channelisation and formatting are
performed with output of the VLBI data to internet or recorders.

in the digital signal processing chain. This leads to
channelised bandwidths of 7/14/28/56/112/224 MHz
out from the digital frontend, from which the OCT
or DDC firmware in the DBBC3 selects bands of
4/8/16/32/64/128 MHz (plus optional resampling),
ensuring compatibility with the bandwidths currently
used in VLBIL.

The BRAND EVN data flow involving sampling
and digital processing can be functionally divided into
two blocks, one placed in the receiver frontend in the
antenna and one in the control room where traditionally
the backends are located. For this reason we can define
the first part a digital frontend and the second a digi-
tal backend. The distinction is useful because different
functions are performed in the two separated locations.

The main process in the digital frontend part will,
in the first implementation, be the formation of 4 GHz
slices as input to the digital backend. The process in
the digital backend will be the normal VLBI process
of further channelisation to select sub-bands from the
4 GHz slice, truncating to 2 bits, and producing VDIF
streams for recording.

In more detail, the digital frontend is now the lo-
cus directly following the analogue signal path which
consists of antenna, feed, filters, low-noise amplifiers
and other components, all of which bring the signal to
a level suitable for the sampler to sample with a nomi-
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nal 8-bit depth. The digitised data from the sampler are
then converted from serial to parallel streams, filtered
with a 4 GHz OCT filter, decimated, time-stamped, for-
matted as VDIF with 8-bit depth, and prepared in IP
packets for transmission on 16 10 GE links per ana-
logue input to the digital backend. Four such analogue
inputs are sampled by one sampler chip, coming from
the four channels carrying the ranges 0-14 GHz/14-
15.5 GHz in both polarisations from the analogue sec-
tion of the receiver. (Fig 2).

The resulting data rate from the sampler is huge —
more than 900 Gbps. It is transferred from the digital
frontend to digital backend on a large number of op-
tical fibers (64) carrying VLBI standard VDIF pack-
ets, which contain also the sampling time information
along with the data packed as the DBBC3 receiving
section requires.

The timestamps inserted by the digital frontend are
the time reference used for later correlation of VLBI
data, therefore the UTC 1 PPS and frequency reference
must be available at the frontend digital receiver, which
includes for instance connecting a GPS receiver to the
digital frontend.

The digital backend DBBC3 will receive the data
into the CORE3H boards via the ethernet connectors
using a dedicated firmware/software to be loaded for
this mode. Subsequent processing proceeds as usual for
the DBBC3 when doing VLBI.

The digital frontend can in principle perform other
more complex operations which will be implemented
in the future, like dynamic OCT filtering for RFI mit-
igation, broadband polarisation conversion, and other
desired tasks compatible with the DBBC3 system.

As mentioned above the first version of the
firmware for the digital frontend will be to send 4 GHz
bands to the DBBC3, which requires the so-called
CORE3H2 configuration of the CORE3 boards. The
CORE3H2 makes use of all eight transceivers on-board
in receiving mode. This architecture allows one to
receive 4 GHz bands with 8-bit representation, which
is similar to feeding a CORE3H using the standard
ADB3L sampler boards as in standard DBBC3s.

It is worth noting that if required, there could be full
compatibility with a standard DBBC3 equipped with
ADB3L sampler boards to be compatible with tradi-
tional receivers whose analogue signal is sampled in
the backend. Indeed switching between input data to
the CORE3H boards coming from the local ADB3L or

Fig. 3: The FPGA processing board CORE3H can be populated
with up to eight optical transceivers. They can work as output
(standard DBBC3 VDIF streams for recording) and as input to
the FPGA (application for “digital” receivers.

via the digital frontend could be implemented by using
different firmware.

Another architecture could also be chosen when
additional functionality is required. This is for exam-
ple the case for the digital linear to circular polari-
sation in FPGA. The conversion is required for the
BRAND receiver, which is linearly polarised, to work
with circularly-polarised VLBI networks. The conver-
sion can be performed in analogue with a hybrid junc-
tion after the feed, or in the digital domain with a
Hilbert transform in FPGA to give accurate 90 degree
phase shift over a wide fractional bandwidth. The ad-
ditional FPGA resources for performing this process
in the CORE3H are not available due to the great de-
mands of the main function of down conversion and
packet forming. A clean solution can be provided by
replacing a number (or all) the ADB3L with additional
standard CORE3H processing boards, if required. In-
deed CORE3H boards can be connected in functional
sequence through their optical transceivers. The flexi-
bility of the DBBC3 allows one to configure the sys-
tem blocks in diverse ways to satisfy the changing and
highly demanding requirements.

3 Conclusions and outlook

We have shown in this article that the DBBC3 is a very
versatile backend. The development to adapt it to the
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Fig. 4: The block diagram shows a DBBC3 whose analogue and
sampling parts are by-passed by digital signals from the BRAND
(or other) digital frontend.

BRAND digital receiver opens a cost-effective path to
handle the data flood which the BRAND receiver will
produce.

At the same time the BRAND digitiser/processor
unit in or close to the receiver box together with the
modified DBBC3 backend can be adapted efficiently to
other receivers with large bandwidths. One immediate
application will be the triple-band receiver for the high
frequencies 22 GHz, 43 GHz, and 86 GHz. Rather than
renewing the limited IF cabling of, for instance, the Ef-
felsberg antenna we are planning to sample as much
bandwidth as possible close to the triple-band receiver
with the BRAND sampler/processing unit and trans-
port the IF as digital on fibre, which is much easier. We
use one or two DBBC3s to form channels (sub-bands)
suitable for VLBI correlation. Assuming 8 GHz band-
width per polarisation and receiver, we could see data
rates of up to 192 Gbps on output.

It should also be noted that the control of the
DBBC3 in this new mode via the Field System' will
be an extension of the existing implementation, which
should be cost effective to realise.
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Abstract The BRAND wideband receiver is being
developed with support from the European Union’s
Horizon 2020 research and innovation programme as
a part of RadioNet. Its continuous frequency range
from 1.5 GHz to 15.5 GHz makes it a scientifically ex-
tremely interesting development for radio astronomy.
But it also covers the VGOS frequencies and even
extends them to lower and higher frequencies. Used
for geodesy, this could yield results superior to those
that will be achieved with the traditional four VGOS
bands. If we succeed in modelling an adequate feed
for secondary focus, BRAND receivers could become
the next generation VGOS receiver. It will also allow
to retrofit traditional prime focus antennas to become
compatible with VGOS antennas. The first half of the
3 1/2-year-term of the project is over, and we give an
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overview of the achievements so far and of what has
been planned for the near future.

Keywords VLBI - EVN - Radio astronomy receiver -
Digital backends - Digital receiver

1 Introduction

Under the RadioNet ‘Joint Research Activity’ BRAND
EVN we are developing and building a prototype “digi-
tal” VLBI-receiver for the EVN (and other) telescopes.
It will cover a frequency range of more than 1:10
from 1.5 GHz to 15.5 GHz (18 cm to 2 cm wavelength).
It was decided in the proposal phase already to not
include the 1.4 GHz band due to strong RFI below
1.5 GHz, to limit the size of the expected feed, and
by including instead 15.5 GHz to make the 2 cm band
of the VLBA accessible for the EVN (see Fig. 1).
It should also be mentioned that frequencies below
1.5 GHz are in low demand on the EVN. Our proposal
was awarded about 1.5 M€ by the EU under contract
730562, but we expect a total cost of close to 2 M€,
which implies additional contributions by the partners
MPIfR, INAF/Noto, OSO, UAH/IGN, ASTRON, and
VUC. The project started in January 2017 and will end
in August 2020. The final report with first fringes from
a VLBI observation are due no later than December
2020.

The BRAND prototype will be a digital receiver,
which means that the radio frequency signal will not
be down-converted for further processing, but the sam-
pling and initial digital processing will happen in the
receiver box. The only analogue parts remaining are the
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feed horn, high temperature superconductor (HTSC)
filters and couplers, low noise amplifiers (LNA) and
and additional amplification with filtering to prepare
the signal for the sampler.

The sampler will convert the whole band to the dig-
ital domain, and the initial processing will select parts
of the band that are (mostly) free of interference. The
resulting data will be transported to the VLBI digital
backend via optical fibres bypassing the legacy IF sys-
tems with their narrow bandwidths, thus providing a
cheap means to achieve higher bandwidths without the
need for upgrading IF systems which is expensive.

The prototype should be a prime focus receiver as
those feeds are most advanced. As a number of EVN
antennas can only be equipped with secondary focus
receivers one task of BRAND is research in secondary
focus feeds. It was decided by the project team to select
Effelsberg for the prototype so as to achieve maximum
visibility for the project.

The big difference to other receivers is that the
whole band will be digitized without down-conversion
using a single chip, so that the signals will pass through
a single receiver which should keep the phase rela-
tions between all parts of the band intact. This again
will allow real multi-wavelength VLBI for astronomy
with software that will perform the fringe-fitting over
the whole band in a coherent way. Such a fringe-fitter
is also being developed under RadioNet in the ‘Joint
Research Activity’ RINGS. Interesting for geodesy is

Fig. 1: In this logarithmic plot the green rectangle shows the fre-
quency bands of EVN telescopes that the BRAND receiver will
cover. Frequencies below the BRAND range are rarely observed
with the EVN, and for frequencies above the EVN will probably
adopt “triple-band receivers”.

that BRAND will extend the VGOS band to lower and
higher frequencies with a high degree of flexibility with
respect to the parts of the band that can be observed.

2 Status of the BRAND project

The work packages of BRAND are organised in a log-
ical way according to the major parts of the receiver:
frontend (analogue, incl. dewar), backend (digital, incl.
firmware), software (receiver control, recording, corre-
lation), final integration (incl. lab and telescope tests
with VLBI observation) (see Fig. 2).

The BRAND EVN project is progressing more
smoothly than expected: feed, HTSC filters and
coupler, LNA, major digital components, and a large
fraction of the firmware are available already. The
design of the dewar and the analogue signal path are
finished.

The first work package “Feasibility survey of EVN
antennas” was finished in June 2017. Its deliverable
was a report with tables of the characteristics of EVN
telescopes as well as RFI measurements. The moti-
vation of this report is to prepare the ground for the
BRAND receivers at all EVN telescopes. The study on
“Solutions for secondary focus” antennas is based on
the same motivation.

2.1 Frontend

The Effelsberg 100 m telescope has a difficult geome-
try for prime focus feeds. Its opening angle is 2 x79°
with an f/D ratio of 0.3. The Onsala team achieved a fi-
nal best result with a Quad-Ridge Flared Horn (QRFH)
feed with a dielectric inset which improves the re-
sponse at the high frequencies (Flygare et al., 2018).
The average aperture efficiency is about 50 % over the
whole band (Fig. 3) with an input reflection of better
than -10 dB. The simulated SEFD for the feed is com-
parable to that of the best Effelsberg feeds which reach
20Jy. The BRAND feed has an SEFD between about
20Jy and 40Jy (Fig. 4).

The feed has been manufactured (see Fig. 5) and
has been measured at Onsala. It was found to agree
well with the simulations.
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Project structure

Fig. 2: Organigram of the BRAND project. The work packages are organised in a logical way according to the major parts of the
receiver. The feasibility survey and the study of a secondary focus feed are not directly related to the receiver, but support later

EVN-wide installation.

Fig. 3: This figure shows the simulated efficiency of the QRFH
feed for Effelsberg (black line).

2.2 High temperature superconductor
filters

In the feasibility survey it was found that at Effels-
berg the RFI is very strong below 1.5GHz and at
about 1.8 GHz and 2.2 GHz. These frequencies have to
be suppressed with a HTSC filter to protect the LNA
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Fig. 4: The SEFD of the simulated QRFH feed is not much worse

than that of the best Effelsberg receivers which reach 20 Jy.

and the sampler from being driven into the non-linear
regime by this RFI.

Our initial attempt to combine these two filters
and the high-pass together with a direction coupler for
phase-cal and calibration into one crystal was not suc-
cessful. In this attempt the notch filters were not deep
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Fig. 5: The manufactured QRFH feed without the dielectric in-
set. The flatness of the feed is due to the very large opening angle
of the Effelsberg telescope of 2 x79°.

enough for the existing RFI at Effelsberg. Also the
drop-offt below 1.5 GHz was too shallow.

The solution we could realise together with the
manufacturer uses three separate devices to be con-
nected in series: high-pass, notch filters, coupler. This
will result in a slight increase in system temperature.
The two times three devices were delivered in April
2019.

2.3 Low Noise Amplifier

Our partner Yebes/OAN found a solution for amplify-
ing the whole BRAND frequency band with low noise
and low input return loss (IRL). A single-ended LNA
has the lowest noise, but an unacceptably high IRL,
while a balanced amplifier is only a few kelvin nois-
ier with an acceptable IRL. The disadvantage of a bal-
anced amplifier (Fig. 6) is that for two polarisations
four hybrids and four LNAs are needed.

On the other hand having an additional hybrid at
the input of the balanced amplifiers opens the opportu-
nity to use it to convert the linear polarisation to circu-
lar, which had initially not been planned. This could
be done with a wideband hybrid junction at the an-
tenna terminals before the balanced amplifier. The hy-
brid junction approach was demonstrated in Yebes and
found to work well (phase unbalance of <2.5° and am-
plitude unbalance of < 1.2 dB over the whole band) but
it is critically sensitive to cable length mismatches (a

Fig. 6: The balanced amplifier consisting of two hybrid junctions
at input and output and two LNAs in the middle.

Fig. 7: Block diagram of the receiver box. The digital electronics
in the box on the right needs more than 120 dB of shielding. In
addition a few 100 Watts of heat have to be transported out.

1 mm length difference contributes a phase unbalance
of 27° at 15.5 GHz). This development can be used for
BRAND and VGOS.

2.4 Receiver box with cryostat and
analogue signal path

The design of the cryostat and receiver layout has been
finished. It was determined that the feed requires a win-
dow with a diameter of 80 cm, which is just doable. A
simulation of the feed with this dewar and window in-
dicate that there will be only little effects on the beam
pattern. Due to the large window the cryostat will be
quite heavy ( 150 kg).

The analogue signal path after the first amplifier
stage is standard except for splitting the signal of each
polarisation into two parts 1.5GHz to 14 GHz and
14 GHz to 15.5 GHz. This is the preferred scheme to
feed the input signals to the sampler.
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As the sampling and first stage of FPGA processing
should be installed in the receiver box (see Fig. 7) very
high shielding of RFI produced by the digital com-
ponents of more than 120dB is required. This can be
achieved by a triple box. The heat of up to about 500 W
produced by the sampler and FPGAs has to be trans-
ported out, which makes the whole setup very chal-
lenging.

2.5 Sampler and FPGA processing

We were able to procure 16 GHz samplers and an eval-
uation board under a NDA. The samplers were tested
successfully and even surpassed our expectations. The
sampler chip has four inputs, each for the full band-
width and thus can handle both polarisations. If two
signals of 16 GHz bandwidth are input to the sampler
the output data rate is two times 56 Gsps with 8-bit
samples. For an input bandwidth of 14 GHz the out-
put data rate is only 28 Gsps with 8-bit samples. As our
total usable bandwidth is only two times 14 GHz this
second possibility is the preferred option.

To simplify the analogue signal chain and avoid
down-conversion the input signal is split as described
in the previous section (2.4), and the 14 GHz to
15.5GHz are sampled in the second Nyquist zone.
Thus all four input ports of the sampler chip will be
used.

We have chosen a two-step approach for mastering
the enormous data rates coming from the sampler to the
FPGA chips. In a first design the evaluation board will
be used for sampling, together with a first version of
the FPGA processing board. Thus we can fairly early
on in the project develop and test the firmware, that
should receive the multiple linear data streams of sam-
pled data output by the sampler and should reconstruct
the parallel data streams which the FPGA has to pro-
cess. This is a requirement for processing the data in
the directly connected FPGAs.

The final design of our own sampling/processing
board has started. It will handle both polarisations and
the full bandwidth. One sampler chip with four inputs
sampling 14 GHz will be placed in the centre of the
board. The sampler will be surrounded by four Xilinx
Kintec Ultrascale FPGAs. The processed data will be
output via 64 fibres. The PCB will work in the mi-
crowave regime and the input data rate out from the

sampler is nearly 900 Gbps. This board will have an
enormous number of connections and more than 20
layers of which some have to be of high-class mi-
crowave material.

2.6 Firmware

The first big block of firmware has to interface the
sampler chip with the four FPGA chips. Tests of this
firmware should start in a few weeks after this confer-
ence. A second block will allow the selection of the
desired and usable parts of the band. This process will
also be executed on the board in the receiver box. Un-
der development are two different kinds of firmware: 1)
OCT filters, which are FIR convolutional filters acting
on the time series from the sampler, which will allow
the selection of arbitrary parts of the band and 2) digital
down-converter firmware. These two firmware blocks
have still to be tested.

The data will then have to be output via the 64 fibres
and sent to the DBBC3 CORE3H backend processing
boards. The required eight CORE3H boards will have
all eight optical fibre connections populated with SFP+
ports. Four of these will also be used for data output
from the CORE3H to the VLBI recoders, or Internet,
or the telescope backend system. The latter will be re-
quired for using the BRAND receiver in single dish
mode. The DBBC3 can generate narrow VLBI sub-
bands to be compatible with existing observing modes.
This firmware will enter test mode soon.

The polarization conversion firmware will be writ-
ten by ASTRON in a modular fashion so that it can
either be loaded to the first processing stage up in the
receiver or to the DBBC CORE3H boards. A block de-
sign is ready and work is proceeding.

3 Conclusions and outlook

So far the development and the engineering of the pro-
totype BRAND receiver has been surprisingly smooth
without any major stumbling blocks.

Integration has to be done still at MPIfR together
with all partners. The receiver will be tested in the lab
as much as possible. Unfortunately none of the partners
has an anechoic chamber where such a heavy dewar
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can be handled. So we will have to wait for the testing
on the telescope to measure the beam of the receiver,
its noise and polarisation characteristics. We are plan-
ning to perform wide-band VLBI observation prefer-
ably with one or more VGOS antennas.

The extremely high output data-rate from the
BRAND receiver of more than 64 Gbps (2-bit samples
for VLBI) will require also modifications to recording
and correlation software. This work package will
be started late in 2019, while efforts to interface the
BRAND data to the Effelsberg backend system are in
the definition phase.

We expect the BRAND prototype to be ready be-
fore the end of 2020.
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The Stability of Delay in VLBI Digital Backends

E. Nosov

Abstract In order to meet the VGOS requirements, the
influence of instrumental delay variations from scan to
scan needs to be limited to 1 ps level. Achieving this re-
quires a certain stability of the equipment in the signal
chain and implementation of a phase calibration system
to measure the remaining delay variations. As the de-
lay instability in electronic devices is strongly related
to temperature fluctuations, both temperature fluctua-
tions and temperature sensitivity of equipment have to
be minimized. The paper focuses on the stability of
VLBI digital backends. It describes the main sources
of delay variations and provides an estimation of the
respective temperature coefficients for backends devel-
oped at IAA RAS. Also the paper discusses a conve-
nient way for in-system measurement of the inner de-
lay variations in Multifunctional Digital Backend.

Keywords VGOS - DBE - BRAS - MDBE - Delay sta-
bility - Temperature coefficient

1 Introduction

One of the important requirements to the signal chain
of VLBI radio telescopes is the stability of instrumental
delay. To achieve the goal of 1-mm position accuracy
specified in the VGOS project, the instrumental delay
variations should be kept or at least measured with an
error less than 1 ps (Petrachenko et al., 2009). This re-
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quirement, in particular, applies to the digital backend
(DBE), as it is a part of the radio telescope signal chain.
Although DBESs are mostly digital devices and, there-
fore, can not introduce unwanted delay variations to the
signal after it was digitized, they still have some analog
front-end before ADC, as well as circuits for generat-
ing and distributing ADC clock signal. Both of them
can influence the delay, and this influence should be
minimized by appropriate DBE design.

The delay instability in electronic devices is
strongly associated with temperature fluctuations.
Maintaining a stable temperature is an obvious way
to improve the stability of the delay, but it can be
complicated when DBE is located in the confined
space of the antenna focal cabin, like Broadband
Acquisition System (BRAS) in RT13 radio telescopes
(Nosov et al., 2016). In this case, low sensitivity to
temperature fluctuations is essential for DBE. To
achieve this, the DBE designer needs to know the
values of delay temperature coefficients (TC) for the
components of the signal and clock paths in DBE in
order to find the sections that contribute to the error
most and improve them.

The following section provides estimations of
the temperature coefficients of DBE components,
obtained either from measurements performed at IAA
RAS or from s-parameters and datasheets provided
by component manufacturers. This data was used to
design Multifunctional Digital Backend (MDBE) — the
new back end developed for ”Quasar” VLBI-network
(Nosov et al., 2019). It helped to significantly reduce
the temperature coefficient of MDBE compared to
BRAS.
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Fig. 1: Main sources of delay variations in typical DBE.

2 Temperature coefficient of DBE signal
path

Both the signal path and the clock path of DBE can in-
fluence the delay stability of observed signal. Typically
the input signal passes to ADC through some front-end,
that prepares the signal for digitization (Fig. 1). The
front-end may contain different components depending
on particular DBE, but probably it has an anti-aliasing
filter to limit the spectrum of the signal to one Nyquist
zone, attenuator to control the input level, and a balun
to convert the signal to differential form required by
ADC inputs.

Attenuators have a very low group delay (tens pi-
coseconds) and could hardly have significant TC. For
example, the digital attenuator used in MDBE has TC
of about 10 fs/K. This value was calculated from the
plot of relative phase versus temperature, provided by
the manufacturer.

Baluns for the required frequency range (up to
2 GHz) also have a low group delay (tens to few hun-
dreds of picoseconds) and therefore will not contribute
much to the total TC.

Wideband filters for required frequency range usu-
ally have TC less than 1 ps/K. For instance, the filter
used in BRAS has TC less than 100 fs/K in the most
of bandpass, and about 200 fs/K at cutoff frequency.

These values were calculated by using s-parameters of
the filter, measured at +25°C and +100°C.

In total, TC of ADC front-end should be sig-
nificantly less than 1 ps/K, that is in agreement
with the real measurements of available front-ends.
For instance, the temperature coefficient of BRAS
front-end is in a range of 0.1-0.2 ps/K depending on
frequency. The values for MDBE front-end are even
smaller (0.1 ps/K), and are limited by the accuracy
of the measurement technique. In summary, TC of
DBE signal path should not significantly influence the
instrumental delay variations in case of reasonably
stable temperature.

3 Temperature coefficient of DBE clock
path

Besides the delay fluctuations in the signal path, the
observed delay of the digitized signal depends on fluc-
tuations of the ADC sampling clock. The variations in
the clock signal shift the sampling time, that is consid-
ered as the shift of the signal delay in opposite direc-
tion. That is adding 1 ps to delay in clock path reduces
the instrumental delay by 1 ps.

Clock path of DBE is based on clock synthesizer,
that generates ADC sampling clock from reference
clock. In multichannel systems the sampling clock has
to be distributed over all ADCs in the system by the
clock distributor. Both the synthesizer and the distribu-
tor have some TC of delay, as well as the transmission
lines in printed circuit boards (PCB), and coaxial ca-
bles.

The clock synthesizer for DBE is typically based on
phase-locked loop (PLL) integrated circuit (IC). The
manufacturers of PLL ICs do not provide information
about their phase/delay temperature coefficients. The
TC of a particular synthesizer depends on the proper-
ties of the IC, and slew rate of the reference and feed-
back signals. Based on the experience of IAA engi-
neers, the TC of PLL-based synthesizers usually lay in
the range of a few ps/K. ADC clock synthesizer built
for BRAS has quite good TC about 1.2 ps/K. The syn-
thesizer of MDBE was significantly improved and has
TC about 0.2 ps/K.

Specialized clock distributor 1Cs give the most con-
venient way to feed the clock signal to all ADCs in
DBE. There are many of them on the market, but only
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for some the manufacturers give the temperature coeffi-
cient values. Table 1 presents several examples demon-
strating the range of values, spreading from a very no-
ticeable 2800 fs/K to negligible 35 fs/K. T hus, care-
fully choosing the clock distributor during DBE design
can make its influence on the delay stability barely no-
ticeable.

Table 1: Clock distributors with specified TC and maximum fre-
quency more than 1 GHz

Part number | Temperature coefficient, fs/K
AD9508 2800
ADCLKS854 2000

MAX9312 500

LTC6953 350

SY89112U 150

SY58034U 65

ADCLK954 50

NB7L1008M 35

The delay in PCB transmission lines also varies
with temperature. The propagation delay in stripline
can be estimated as (Johnson and Graham, 2003).

ey

where ¢, is a relative permittivity and c is the speed
of light. One of the most popular material for PCBs is
FR4, that have &, about 4.5 and its temperature coef-
ficient about 400 ppm/K (Coonrod, 2011). From (1) it
is easy to find that with total length of lines from the
reference clock input to ADC clock input being 40 cm
the delay temperature coefficient of the lines is about
0.6 ps/K.

Luckily, there are more advanced PCB materials on
the market. For example, RO4350B material has &, =
3.66 and TC of just 50 ppm/K. This material is often
used for high-frequency applications where a relatively
small increase in the total cost of the system is justi-
fied by a significantly better performance. The PCBs
of MDBE are manufactured as a mixture of RO4350B
(for clock and high-speed lines) and FR4 (for all others
lines) layers. The 40 cm line implemented at RO4350B
has TC of just 0.06 ps/K, that is ten times less than for
FR4. Therefore, with an appropriate PCB material the
TC of PCB lines is negligible. It should be noted that
for microstrip lines the PCB material does less contri-
bution to the propagation delay, and the appropriate TC
will be even less than for stripline.

Besides PCB lines, DBE can also contain coaxial
cable assemblies. Long coaxial cables in antenna cable
loop can cause significant instability of delay, but not in
the case of DBE. Usually the length of the cable assem-
blies in DBE, if any, is much less than 1 meter. Even
PTFE-based cable, that has so called temperature knee
at room temperature (Czuba and Sikora, 2011), is not
able to cause noticeable delay instability. For instance,
15 cm of SM141FEP cable has TC of about 30 fs/K at
room temperature, which is negligible in comparison
to the other sources of instability.

The ADC itself can also cause some instability of
delay, but at the moment I have no data about the tem-
perature coefficient of any high-speed ADC. It will be
measured for MDBE in 2020.

4 Temperature coefficients of BRAS and
MDBE

Based on the information above, we can estimate the
total TC of BRAS and MDBE clock paths (Table 2).
As the influence of signal path is negligible, the total
TC of the systems will be almost the same as in the ta-
ble, but with the opposite sign. There is no information
about TC of the clock distributors used in BRAS, but
we know the values for similar distributors and can use
it for an approximate estimation. As was mentioned, at
the moment we also don’t know the TC for the ADCs.

Table 2: Estimation of temperature coefficients for BRAS and
MDBE

Part BRAS MDBE
Clock synthesizer 1.2 ps/K 0.2 ps/K
Clock distributor 2 ps/K 0.05 ps/K
PCB 0.6 ps/K  0.06 ps/K
ADC - -

Total > 3.8 ps/K > 0.31 ps/K

Table 2 shows that BRAS would have TC of more
than 3.8 ps/K while really measured value for BRAS is
about 4.5 ps/K, i.e. close to the estimation. As you can
see in the Table 2, from the stability point of view each
part of MDBE was significantly improved in compar-
ison with BRAS. The real measurements will be per-
formed in the beginning of 2020, and MDBE has spe-
cialized calibration circuits to simplify this measure-
ments.
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5 Internal delay measurement in MDBE

The ADC used in MDBE needs some calibration sig-
nal, preferably a tone, to calibrate gains, voltage offsets
and clock phases of its internal cores. One of the pos-
sible options to generate such signal is to use a divided
copy of the sampling clock (e.g. 256 MHz) available in
the clock synthesizer. This signal, properly prepared,
is distributed over ADCs in MDBE and measured by
PCAL extractor unit in FPGA. The received informa-
tion about phase and amplitude of the signal is used to
calibrate the ADC, but it also can be used to monitor
the stability of internal delay.

Figure 2 explains the calibration circuits. The cal-
ibration signal comes from either the input clock dis-
tributor (100 MHz) or the clock synthesizer (256 MHz)
and goes to the ADCs through additional clock dis-
tributor IC. This IC is placed close to the ADC clock
distributor (2048 MHz), and thus has almost the same
temperature. The length of all lines is aligned. For the
case of 256 MHz signal it means that instabilities in-
fluencing the calibration and ADC clock signals are al-
most the same. The observed variations of the phase
(initial phase is insignificant and not shown), expressed
in units of time (4t), are actually the difference be-
tween variations of the calibration signal and the ADC
clock signal:

Aty = Aty +Atsym + Atgise + Atpcp — Atk

where At;,, Atgyn, Atgise and Atpcp are delay varia-
tions in input clock distributor, clock synthesizer, sam-
pling clock distributor, and clock lines in PCB corre-
spondingly. The variations of ADC clock Az, consist
of almost the same parts:

Atege = Aty +Atsynt +Atgist + Atpcp + Atapc.

Consequently, the measured value At directly
shows the variations in ADC:
Aty = —Atapc.

In case of 100 MHz signal used for measurements,
it will contain the same components as 256 MHz signal
except variations of the clock synthesizer Aty

Aty = Aty + Atgis + Atpcp — At iy

Fig. 2: Embedded delay measurement circuits in MDBE.

As aresult, the measured value 4¢, shows the delay
variations in both synthesizer and ADC:

Aty = =Atgyn — Atapc.

Periodic measurements of At; and At, allow to con-
trol the delay variations in the clock synthesizer 4ty
and in the ADCs At4pc. Adding one more clock dis-
tributor allows measuring also Az4;5; and Atpcp, though
these variations are expected to be insignificant (less
than 100 fs/K). As signal to noise ratio is high, the ex-
pected accuracy of the measurements is much better
than 1 ps. This was approved by modeling with digiti-
zation effects taken into account.

6 Conclusions

VLBI digital backends can have temperature coeffi-
cient of delay as high as several ps/K, what is notice-
able for VGOS applications and can influence overall
instrumental delay. The variations in a DBE are in-
cluded in overall instrumental delay, that normally is
to be measured with phase calibration system. Never-
theless, it is always preferable to keep the variations
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small. An analysis of instability sources in DBEs has
allowed to make the temperature coefficient of MDBE
several times better than for BRAS. The remaining in-
stability of MDBE is measured by embedded calibra-
tion circuits that help to separate internal instabilities
from the variations of the input signal. It gives the sta-
tions a convenient tool to control the signal chain per-
formance.

References

Petrachenko B, Niell A, Behrend D, et al. (2009) Design Aspects
of the VLBI2010 System. Progress Report of the VLBI2010

Committee. NASA Technical Memorandum, NASA/TM-
2009-214180, 58 pp.

Nosov E, Melnikov A, Marshalov D (2016) Operating Expe-
rience of Broadband Acquisition System on RT-13 Radio
Telescopes. In: D. Behrend, K. D. Baver, K. L. Armstrong
(eds.): IVS 2016 General Meeting Proceedings, NASA/CP-
2016-219016, 53-57

Nosov E, Ivanov D, Ipatov A, et al. (2019) Extending of
”Quasar” VLBI-network: VGOS-compatible radio telescope
in Svetloe. In: K. L. Armstrong, K. D. Baver, D. Behrend
(eds.): 1VS 2018 General Meeting Proceedings, NASA/CP-
2019-219039, 12-16

Johnson H, Graham M (2003) High-speed Signal Propagation:
Advanced Black Magic. Prentice Hall Professional

Coonrod J (2011) Understanding When To Use FR-4 Or High
Frequency Laminates. Onboard Technology, 25-30

Czuba K, Dominik Sikora D (2011) Temperature Stability of
Coaxial Cables. Acta Physica Polonica A, 119(4), 553-557



A Simulator to Generate VLBI Baseband Data in Matlab

J. Gruber, J. Béhm, A. Nothnagel, M. Schartner

Abstract VLBI radio telescopes represent a sophisti-
cated interconnection of electronic devices. The final
product of each observation by a radio telescope is the
baseband data. In this presentation, we show a software
tool as part of the Vienna VLBI and Satellite Software
(VieVS) which generates simulated VLBI baseband
data. This simulator is written in Matlab and contains a
telescope model which is based on the parametrization
of real antenna key characteristics. Moreover, source
characteristics such as the signal structure from satel-
lites as well as spatial velocities of sources and re-
ceivers are taken into account in the model. Advanced
Digital Signal Processing (DSP) algorithms of Mat-
lab are applied to model the antenna system. We will
present the various model components of the simula-
tor and discuss potential applications of such a tool.
Finally, we show the first results of simulation exper-
iments with the processing in a real VLBI processing
chain.
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1 Introduction and motivation

In Very Long Baseline Interferometry (VLBI),
baseband data are referred to as the filtered, down-
converted, sampled, and quantized electric field
strength measurements at each telescope. They repre-
sent the final output of each station and act as input
data for the correlator to initialize raw data processing.
The digital baseband data file contains the time-tagged
stream of samples recorded at each station. They are
cross-correlated to determine the fundamental VLBI
observable. In this work, we present a software tool
written in Matlab, which generates such data streams
based on the simulation of the VLBI observation
process.

The simulator contains a telescope model which is
based on the parametrization of real antenna key char-
acteristics and a source model that allows the genera-
tion of a specific signal structure. The model parame-
ters are described in Chapter 3 and the systematic, the-
oretical analysis of the methods are presented in Chap-
ter 2. Baseband data are usually stored in a specific
format with a few commonly used format descriptions
available. In Chapter 4 the implementation of such a
format converter (formatter) is shown.

Existing baseband data simulators have already
been successfully used for various studies. The
program called ’enoise’ (Nishioka, 2015) developed
by the VLBI group of Academia Sinica Institute
of Astronomy and Astrophysics (ASIAA) has used
their simulator to test the zoom band mode of the
Distributed FX (DiFX) correlator (Deller et al., 2007).
The simulator ’Datasim’ (Meyer-Zhao, 2018), which
is part of the current DiFX software package, was
used for the simulation of higher sampling rates for
the Atacama Large Millimeter/submillimeter Array
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(ALMA). Both simulators use functions implemented
in DiFX and apply them in a reverse engineering way.
In contrast, the presented baseband data simulator is
developed from scratch and can serve as an indepen-
dent data source to test correlation algorithms and new
observing modes.

The software design of this simulator is intended
to be flexible in terms of the source and the antenna
model. With this, various types of input signals can
be modeled and simulations to artificial satellites with
specific signal structures can be carried out. In general,
due to the flexible model design and the toolboxes of-
fered by the built-in advanced signal processing rou-
tines of Matlab, it is possible to be variable with respect
to the simulation of new VLBI observation scenarios
(e.g., signal structures, new observing modes). Using
the formatter to link the simulated baseband data sets
to established correlators, it is possible to pipe simu-
lated data through the real VLBI processing chain. This
enables proofs of concepts and evaluating the technical
feasibility of simulated observation scenarios.

The development of algorithms for a baseband data
simulator implies the inverse mathematical formula-
tion as they are required for certain operations within
the correlation process. That applies in particular for
the alignment of the telescope data streams due to the
difference in signal arrival times and the fringe-rotation
due to the Doppler shift. This kind of knowledge gain
helps our group to get a better understanding of the
operations within the correlator and might be helpful
for a more significant interpretation of the correlator
feedback. Debugging the observation process to infer a
certain antenna behavior from the correlator response
might also be another potential field of study.

In this paper, we focus on the description of the
computational concept. It provides a general overview
of the realization of an independent and flexible base-
band data simulator written in Matlab. In analogy to
the first fringe detection, the Chapter 5 ’First Light’ de-
scribes the fringe detection of a first basic observation
simulation with the presented baseband data simulator.

2 Methodology and realization with
Matlab

The baseband data simulator is implemented with Mat-
lab and makes use of the built-in digital signal pro-

cessing toolbox. The digital signal creation for any
sky-frequency is carried out at baseband. The down-
conversion from sky-frequency to baseband is not sim-
ulated because two times the sky-frequency would be
required for the sampling rate. This means at least a
sampling rate of 16 GHz would be needed for a signal
composed of frequencies in the low X-band at around
8 GHz. A signal simulation of a rather short simulation
time of one second would already require 16 x 10° sam-
ples, which would exceed the internal memory capabil-
ities of currently used computers. Due to the linearity
of the down-conversion it is also possible to carry out
any kind of signal manipulation at baseband without
degrading the simulation process. To apply and simu-
late signal manipulation arising from any kind of elec-
tronic device within the real antenna signal chain, so-
called transfer functions are used. A transfer function is
a mathematical representation of the signal manipula-
tion in the frequency domain and describes the relation
between the output from the device for possible inputs.
The main computational concept of the presented sim-
ulator is contained in the formulation of a transfer func-
tions for the antenna system with its individual elec-
tronic devices. The transfer functions are applied on the
input signal to account for any signal delay, amplitude
modification, and phase distortion. The various simu-
lation and modeling possibilities which are currently
implemented are described in Chapter 3.

Currently, the Matlab function randn is used to gen-
erate normally distributed random numbers which are
used to simulate source noise and receiver noise. A
transfer function with a linear phase term is used to de-
lay the source signals by the difference of signal arrival
times between two telescopes. The Doppler shift is
modulated in the time domain using the Hilbert trans-
form. The a priori values for the difference in signal
arrival times and the telescope velocities are calculated
with the Vienna VLBI and Satellite Software (VieVS)
(Bohm et al., 2018). The amplitude scale for source
and receiver noise is defined by the fundamental re-
lation of signal power with the variance of Gaussian
noise. The built-in Matlab Fast Fourier Transformation
Jjt is used to switch between the time and the frequency
domain. All operations in the simulator are performed
using double precision. In the last step the signal with
64-bit amplitude precision is quantized by the number
of bits defined in the model parametrization (see Chap-
ter 3).
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3 Model parameters

A variety of model parameters is used to character-
ize the VLBI observation process within this baseband
data simulator. There are variables to parametrize the
source and the antenna model. Further specifications
with respect to other noise components, the observing
mode, and the observing geometry can also be made.
The source model can be specified by the signal type
of the source, either Gaussian noise or signals with a
certain structure (e.g. Differential One-way Ranging
tones). The normalized amplitude of the selected sig-
nal is then scaled proportionally by the specified re-
ceived signal strength. It is characterized by flux den-
sity or antenna temperature values. Besides the source
model, the simulator also consists of an antenna model
to account for signal filtering and manipulation. Sen-
sitivity parameters in terms of the noise level within
the receiver can also be simulated choosing real an-

Table 1: Parameter names and their parametrization to configure
the presented baseband data simulator

Name Parameterization

Signal type Gaussian noise

User defined signal structure
Flux density (Jy)

Antenna temperature (K)

Received signal strength

tenna key parameters like the System Equivalent Flux
Density (SEFD) or system temperature (Tsys). A pass-
band filter can be designed with a built-in Matlab tool-
box to account for the amplitude and phase response of
the total antenna system and for the individual elec-
tronic components. Phase distortion can be modeled
by specifying a variance for phase noise. Other noise
components which affect the antenna system tempera-
ture can be modeled by setting individual noise tem-
peratures for the cosmic microwave background, iono-
sphere and radio-frequency interference (RFI). To de-
fine the observing mode, the sampling frequency or ob-
served bandwidth, the number of bits for the digital
signal quantization and the number of channels with
respect to the sky frequency can be selected. The obser-
vation duration can also be defined for each station in-
dependently. To consider the observing geometry, a de-
lay accounting for the difference in signal arrival times
can be simulated and the Doppler shift due to the rela-
tive velocity between the source and antenna platforms
can be modeled. Finally, the date of observation needs
to be specified to link the observation to a point in time.
A more comprehensive list of the model parameters
within the presented baseband data simulator can be
found in Table 1.

Tsys + effective telescope area (K+m?) 4 Storage format and simulation

Sensitivity SEFD (Jy)
Sky frequency (Hz)
Passband filter design®  Ideal

User defined

Phase calibration signal ~ Tone frequency spacing (Hz)
Phase distortion Variance (rad)

System delay (s)

Polarization Circular, linear™*

Further noise components (K)
Observation duration (s)
Sampling Sampling frequency (Hz)

Bandwidth (Hz)

Number of bits (Integer value)

Number of channels (Integer value)

Group delay (s)

Velocity station 1 (s/m)

Velocity station 2 (s/m)

Velocity source (s/m)

Date YYYY/MM/DDDD/hh/mm/ss
Source name String

2-letter ASCII code
2-letter ASCII code

Station name 1
Station name 2

* filter for each electronic device
** future implementation

pipeline

In a final step, the filtered, down-converted, sampled
and the quantized data stream is converted to a data
format which can be used for further processing at the
correlators. Such a format converter is referred to as
formatter and represents one of the key components
for the presented simulator. It is capable to provide the
simulation output in a convenient format which can be
used for correlation in the same way as for real base-
band data. The same VLBI processing chain consisting
of correlation, fringe-fitting, post-correlation process-
ing, and analysis can be fed with either real or simu-
lated baseband data, which allows for profound com-
parisons and enables various correlation studies. Such
a formatter is implemented in Matlab as part of the pre-
sented baseband data simulator. The used format is the
VLBI Data Interchange Format (VDIF), which can be
read by commonly used correlators such as the Dis-
tributed FX (DiFX) correlator. The basic VDIF struc-
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ture consists of data frames, each containing a short
self-identifying data frame header, followed by a data
array (containing the actual samples). The Matlab for-
matter is capable to play back the VDIF format and
also supports multi-channel recording and recording of
several bits per sample. Once the simulated baseband
data is stored in the VDIF format, it can be used for
further processing. In this work we use DiFX and the
Haystack Observatory Postprocessing System (HOPS)
to correlate and carry out a delay estimation of the sim-
ulated baseband data sets. Besides the VDIF database,
also a simple but sufficient VLBI Experiment (VEX)
file is generated automatically. It matches the simulated
observation parametrization and can be easily used for
the DiFX correlation and further processing. Table 2
shows the software packages and databases used in the
realization of our simulation pipeline.

Table 2: Software packages and databases involved in the simu-
lation pipeline.

Model parametrization ~ASCII file

Baseband data simulator Matlab program

Baseband data sets VDIF format
Correlation DiFX correlator
Fringe-fitting fourfit

5 First Light

The presented baseband data simulator is the first soft-
ware solution written in a higher level programming
language which is independent of computation algo-
rithms of existing correlators. Figure 1 shows the result
of a simple observation simulation and serves as a test
object for a basic evaluation of the algorithms within
the simulator.

The simulation is based on a scenario with a
radio source radiating Gaussian noise observed by
two telescopes with realistic SEFD values of 3000 Jy
at both telescopes. The telescopes are placed at the
same location to isolate the results from Earth rotation
effects and large baselines delays. This concept is
referred to as zero-baseline observation. Results from
non-zero-baseline observations are not described
within this work and will be subject to other studies.
The rather short observation duration for the presented
test simulation is set to two seconds to work around
memory issues. One bit is used for quantization and a
sampling rate of 32 MHz is applied. The sky frequency
is set to 8212.99 MHz. In order to compensate for the

short observation time but to secure a fringe-detection
the source flux is increased up to 150 Jy. The fourfit
SNR estimation after the correlation with DiFX yields
a value of 201 while the apriori SNR calculation using
the model parameters yields a value of 221. Taking
into account the sophisticated SNR calculation with
an uncertain determination of the efficiency factors,
the values are in a good agreement, which indicates a
proper amplitude scaling for the simulated receiver and
source noise. A delay of —123 ns is applied for Statl
to evaluate the implemented delay application method.
The estimated delay yields a value of —121 ns. This
comparison indicates a proper application of the linear
phase term in the simulation process. The difference
of 2 ns might be due to a different fringe-reference
time which shifts the delay to another point in time,
whereas the delay rate absorbs the remaining differ-
ence. An ideal passband filter design is applied for this
simulation to model the antenna frequency response.
The amplitude and phase spectrum of the correlation
function also shows a flat behavior which indicates that
all applied algorithms do not manipulate the resulting
amplitude and phase spectrum. The drop in amplitude
for the last sample might be due to the sampling of
the frequency spectrum and cannot be seen for finer
spectral resolution within the correlation process.

The comparison between expected and real pro-
cessed values shows a good agreement in general. The
remaining discrepancies can arise from various error
sources, which might not specifically be dedicated to
the simulator algorithms. The used concept of very
short observation time and the zero-baseline observa-
tion might have some impact and might cause an un-
usual behavior within the correlation and fringe-fitting
process. With the increased source flux value to com-
pensate for the short observation time, the ratio of the
source noise amplitude and receiver noise amplitude
gets larger than usual. Some further investigations are
required to verify the application of short observation
intervals.

6 Conclusions and outlook

The presented basic evaluation of amplitude scaling,
delay application, and passband filtering serves as the
first proof of concept for the baseband data simulator
written in Matlab. It shows that it is possible to realize
such an implementation with a higher level program-



46

Gruber et al.

Mk4/DiFX fourfit 3.18 rev 2251

1849+670.0P8ZWV, 024-1221, WY
Statl - Stat2, fgroup X, pol RR

o
o F
54

200 300
T T

amplitude

100
T

0

T Fringe quality 9
1 Error code H
SNR
Int time
Amp

201.1

2.000
406.760
Phase 133.8
PFD 0.0e+00
Delays (us)
SBD -0.121814
MBD -0.000071
Fringe rate (Hz)
- 0.000158
lon TEC  0.000
Ref freq (MHz)

0
delay rate (ns/s)

L 8212.9900
AP (sec) 0.500

100 200 300 400
200 400
T T

amplitude
amplitude

o
= EXp. eint12
' ___ Exper# 16383
T Yr.day 2019:024
o Start 122124.00
1° o Stop 122126.50
o FRT 122125.00
S 2 Corr/FF/build
' 9.2019:183:122135
. 18 2019:183:122459
|

singleband delay (us)

Amp. and Phase vs. time for each freq., 5 segs, 1 APs / seg (0.50 sec / seg.), time ticks 1 sec

2018:198:095349

RA & Dec (J2000)

18h49m16.0723s
+67°05'41.680"

5 10 15
Xpower Spectrum (MHz)

Avgd.

Fig. 1: Fourfit output of simulated baseband data after correlation with the DiFX software. The plot shows the correlation function
in the time domain with a distinct peak in green color, the delay rate function in red and a flat amplitude and phase spectrum in blue
and red. The simulation setup is configured as follows: two seconds observation time, one-bit quantization, 32 MHz sampling rate,
150 Jy source flux, 3000 Jy SEFD for both telescopes, ideal bandpass filtering, 123 ns delay application.

ming language from scratch without dependencies on
existing correlators. The built-in routines randn, fft and
the filter design toolbox prove to be a handy founda-
tion for such a digital signal processing software real-
ization. With VLBI baseband data being characterized
by very high data rates, memory issues for any kind of
software realization are unavoidable and not related to
Matlab. It is a problem for other (proprietary) program-
ming languages as well. Of course, with respect to the
run time of the program, other languages will have ad-
vantages in contrast to higher level programming lan-
guages. However, some effort has been made to apply
parallel computing strategies to keep the simulation run
time short.

We see a lot of potential application for the sim-
ulation of new observing modes and in particular for
satellite observations. The simulation pipeline can be
used to test correlators with special observation setup
and source characteristics. The evaluation of correla-
tion results with short duration and large source ampli-
tude in comparison to commonly used longer observa-
tion time seems to be an important field of study for
efficient and memory inexpensive simulations. There

is still the possibility to use the supercomputing infras-
tructure at TU Wien, but it would be much more ef-
ficient to obtain reliable correlation results with short
observation intervals as well.

Future work regarding software development will
address the implementation of non-zero-baseline ob-
servations and the possibility to simulate linear polar-
ized observations. This could be of great interest in
testing the multi-band delay estimation for VGOS ob-
servations.
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Optical Fiber Links Used in VLBI Networks and Remote Clock
Comparisons: the LIFT/MetGesp Project
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Abstract The synchronization between atomic clocks
plays an important part in both radio astronomical
and geodetic Very Long Baseline Interferometry, as
the clocks are responsible for providing time and
frequency reference at radio stations. The availability
of highly stable optical fiber links from a few radio
observatories and their national metrological institutes
has recently allowed the streaming of frequencies from
optical clocks based on the Sr/Yb lattice technology
(even two order of magnitudes more stable than
H-maser clocks). We will present the current status of
the Italian Link for Frequency and Time (LIFT) and
the ongoing efforts to realize a geodetic experiment
utilizing the radio stations in Medicina and Matera
connected in common clock via the optical fiber link.
We will then show the results from the latest VLBI
clock timing experiments also making use of the LIFT
link to compare atomic clocks of the three italian radio
VLBI antennas (Mc, Sr and Nt) using the rms noise in
the interferometric phase. VLBI clock timing proves
more effective than Global Navigation Satellite System
and less expensive than Two-Way Satellite Frequency
and Time Transfer in synchronizing remote clocks.

Roberto Ricci - Monia Negusini - Federico Perini - Claudio Bor-
tolotti - Mauro Roma - Roberto Ambrosini - Matteo Stagni -
Mauro Nanni - Evgeniya Kravchenko

INAF-Istituto di Radioastronomia, Via Gobetti 101, Bologna, IT-
40129 Italy

Cecilia Clivati - Alberto Mura - Filippo Levi - Davide Calonico
Istituto Nazionale di Ricerca Metrologica (INRiM), Via delle
Cacce 91, Torino, IT-10135 Italy

Giuseppe Bianco - Mario Siciliani de Cumis - Luigi Santamaria
ASI-Centro di Geodesia Spaziale “Giuseppe Colombo” Localita
Terlecchia snc, Matera, IT-75100 Italy

(Correspondence: ricci @ira.inaf.it)

Keywords Instrumentation VLBI - Optical fiber - Fre-
quency reference dissemination - Atomic clock timing

1 Introduction

Three are the main research areas in which frequency
reference dissemination is important: (i) radioastron-
omy, (ii) relativistic geodesy and (iii) clock metrology.
In radioastronomy time and frequency optical fiber
links can offer faster operations, they will provide more
stable clocks for mm-VLBI operating above 80 GHz
(where the H-maser clocks are an important limit to
phase stability together with atmospheric turbulence
and a limit to the resolution, see (Rioja et al., 2012;
Nikolic et al., 2013) for a reference. Existing mm-
VLBI telescopes in Europe that could benefit from high
stability in optical fiber links are in Germany (Effels-
berg), Spain (IRAM and Yebes), Sweden (Onsala) and
Finland (Metsahovi): better (angular) resolution from
mm-VLBI runs including these observatories will pos-
itively affect the study of radio jets in compact ra-
dio sources. Moreover, in geodetic VLBI, in order to
achieve 1-mm positioning accuracy clock uncertaninty
at 1071 are required (Neill et al., 2005). The study of
radio pulsar will also gain through absolutely accurate
time provided by fiber-optic streamed frequency refer-
ences (Lyne et al., 2016).

The most performing clocks at the moment are opti-
cal clocks which utilize a transition in the optical band
interrogated by a highly stable laser in a ultra cooled
(1K) lattice of Strontium or Ytterium (Ushijima et al.,
2015). The frequency stability and accuracy of the best
optical lattice clock is nowadays about two order of
magnitudes better (a few parts in 107'% after a few
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1000 s of operation). This huge accuracy and stabil-
ity can be put to the use also in the field of relativistic
geodesy, an example of which is chronometric level-
ling where the gravitationally shifted frequency differ-
ence of two portable optical clocks can determine their
altitude difference with an accuracy of ~ 10 cm (Grotti
et al., 2018). Optical fiber links are used to remotely
compare the clocks.

The third reason to operate long-haul highly sta-
ble optical fiber links is clock metrology (Lisdat et
al., 2016). Apart from the italian case, France, Ger-
many, the UK and Poland are equipping themselves
with optical fiber links to connect each other’s na-
tional metrological institutes. This will make possi-
ble the comparison of highly performing optical lat-
tice clocks across Europe. At the same integration time
the optical links are orders of magnitude more stable
than satellite-based frequency reference dissemination
techniques such as Global Navigation Satellite Systems
and Two-way Satellite Frequency Transfer. This inter-
national optical fiber network for clock metrology will
bring to the redefinition of the SI second in the near
future (Riehle, 2017).

2 Method

The MetGeSp (Metrology for Geodesy and Space)
project is an offshoot of the LIFT (Italian Link for
Frequency and Time) infrastructure. MetGeSp aims at
disseminating a highly stable and accurate frequency
reference signal via an optical fiber link to a series
of Italian facilities. The Italian National Institute of
Metrology (INRiM) in Turin generates the frequency
reference which is streamed via the LIFT link to
Modane (under the Frejus tunnel) to study relativistic
geodesy, to the Milan Financial District, to the INAF-
Istituto di Radioastronomia radio station for radio
and geodetic VLBI experiments, to Florence’s Italian
Lab for Non-linear Spectroscopy (LENS) for tests on
optical clock frequency accuracy, to the Fucino Plain
(Telespazio Facility) for global satellite navigation
(Galileo network) and finally to Matera (Centre for
Space Geodesy). The creation of a common clock
between the Medicina and Matera radio stations is the
main radio-VLBI related goal of the MetGeSp project
(see Section 5).

A detailed description of the optical fiber link
would be beyond the scope of this paper. Briefly
the RF signal generated by the INRiM clock is
up-converted to the frequency of a 1.5 um laser via
an opto-electronic device (an optical frequency comb)
and the phase is kept synchronized via a phase-locked
loop. The laser signal is beamed along a dedicated
(dark) fiber. In order to prevent signal attenuation
Erbium-doped Field Amplifiers (EDFAs) are set along
the link. A remote control in Turin is used to minimize
gain instabilities over time in the EDFAs. Excellent
noise cancellation is achieved via a round-trip servo
mechanism which allows to reach a frequency stability
of the order of 107! in terms of Allan deviation
over 1000 seconds. On Nov 7th 2018 the LIFT link
saw its first light in Matera CSG (Fig. 1). With a
span of 1800 km LIFT is now one of the longest
frequency reference dissemination link in the world.
The total span between Turin and Matera is covered in
4 legs and the laser signal is regenerated in Medicina,
Florence (LENS), Pozzuoli (Institute of Optics) and
Matera (ASI-CSG). In Matera and Medicina the signal
is down-converted via another optical frequency comb
to the RF domain. The resulting RF (5 MHz, 10 MHz
and 1 PPS) are used directly in the VLBI receiver
chain and for remote clock comparison. More details
are found in Calonico et al. (2014) and Clivati et al.
(2015).

Fig. 1: First light of the LIFT link in Matera: Ma-Mc H-maser
comparison via the power spectral density



VLBI, Clocks and Optical Fibers

49

3 Results

The first VLBI test making use of the LIFT optical fiber
link between the Medicina radio station and Turin was
the geodetic experiment EUR137 in September 2015
(published in Clivati et al. (2017)): the local and re-
mote H-maser frequency signals were alternately in-
jected into the VLBI data acquisition chain and the data
from the two clocks were analyzed as two separate ex-
periments.

In order to further test the VLBI and link set-up in
view of a common-clock experiment between Medic-
ina and Matera stations two 24 hour-long S/X-band
geodetic experiments were carried out on in July 2017
and April 2018 utilizing the Medicina, Noto and Mat-
era stations. Medicina received the frequency signal
from Turin for the all duration of the runs. The data
were correlated in Bologna with the local DiFX cor-
relator (Deller et al., 2007) and fringe fitted using the
Haystack Observatory Post-processing Software four-
fit (Cappallo, 2017). The geodetic tools CALC/SOLVE
and nuSolve (Bolotin et al., 2014) were used to analyze
the correlated data. In the former of two test sessions
a few unlocks were found and fixed at the geodetic
analysis stage. The latter geodetic session ran smoothly
without any link unlocks, but problems with correlating
Noto scans resulted in the usage of only the Medicina-
Matera observation pairs in the geodetic analysis. The
group delay weighted rms residuals after station, clock
and atmosphere model subtraction are 56 ps on the Mc-
Nt baseline and 46 ps on the full July 2017 experiment.

An alternative way to study remote clock synchro-
nization using VLBI antennas makes use of the statis-
tics of the interferometric phase (Krehlik et al., 2017).

Table 1: Summary of the VLBI clock timing observations:
project codes, the observing dates, the stations involved, the
bands used and whether the Medicina station was receiving or
not the remote frequency standard from INRiM. Baselines with
Metsahovi could not be correlated because of a data format prob-
lem.

Project code| Date |stations Band|Mc rem clock?
VT001 20180118 |Mc,Nt,Ma,Ys,Mh| S/X No
VTO003 20180124 {Mc,Nt,Tr C No
VTO005 20180219 |Mc,Nt, Tr C No
VTO006 20180220 Mc,Nt,Tr,Y's C Yes
VTO007 20181123 (Ma, Eb, On S/X No
VTO008 20190205 [Mc, Sr C-hi Yes
VT009 20190204 |Mc, Sr C-hi No

To this purpose a series of VLBI clock timing ex-
periments were performed with a network compris-
ing the stations of Medicina, Noto, Matera, Yebes and
Metsihovi in January/February 2018 (Effelsberg sta-
tion accepted to take part in one run but it was wind
stowed for the full time). Many factors contribute to the
deterioration of the interferometric phase stability, the
most important being atmospheric instabilities, gain el-
evation effects and antenna thermal deformations. In
order to minimize these performance degrading effects
the VLBI runs were carried out at night during the win-
ter months on a point-like radio source (15-min scans
in 3-hour runs at medium/high antenna elevation to
minimize air mass absorption). In Table 1 we report a
summary of the VLBI clock timing observations. The
VTO007-9 experiments were 6 hours long on two cali-
brator arcs and were carried out in February 2019.
The S/X-band observations (VT001 and VT007)
were performed with the stardard geodetic frequency
set-up and bit rate. The C-band observations were per-
formed with a radio astronomical VLBI frequency set-
up: the observing band was split into 4 contiguous 8-
MHz wide sub-bands (IFs) of 32 frequency channels
each just below the sky frequency of 5 GHz. The C-
hi observations set-up has 8 4-MHz wide contiguous
sub-bands in dual polarization mode at a centre fre-
quency of 6.7 GHz. The Bologna DiFX correlator was
used to correlate the station data which were then read
into FITS files. The fringe fitting and frequency averag-
ing were done in AIPS (Greisen, 2003). The data were
read out from AIPS into ASCII tables and the statistics
on the phase stability were computed scan-by-scan ac-
cording to Krehlik et al. (2017): the scan samples were
separated into couples (even statistics) and triplets (odd
statistics) and then first differences and interpolated-
value differences were computed together with their
root mean square. The C/C-hi band experiments had
2-bit sampling and 1-sec time integration. The central
80 % of the bandpass was used in the analysis, thus re-
moving the less sensitive sloping wings. The time syn-
chronization was computed using the formula:

A¢rm5
2nvo

Atyms =

where Aty is the rms time synchronization be-
tween clocks, A¢yys is the phase rms noise and vg is
the sky centre frequency in each sub-band. The results
of the VT008/9 experiments are shown in Table 2. The
results are in good agreement with Krehlik et al. (2017)
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Table 2: Results of the VLBI timing experiments in C-hi band:
the tag rem(loc) means that Medicina was using remote(local)
H-maser frequency reference. Only even statistics is shown.

Project code|pol |[HM |4t | error bar
VT008 RR|rem|3.08| 0.03
VT009 RR|loc [2.31| 0.03
VTO008 LL{|rem|3.79| 0.04
VT009 LL|loc [2.79| 0.03

on the same timescale. We also found similar statisti-
cal values for Aty for remote and local clocks for the
Medicina station.

4 Conclusions and outlook

The LIFT infrastructure is able to deliver a frequency
reference signal from the Italian Metrological Institute
(INRiM) to remote locations via an optical fiber link
with unprecedented stability (of the order of a few parts
in 107!% in 1000 s integration time based on Allan stan-
dard deviation).

Geodetic VLBI experiments are performed with the
remote frequency reference provided to the Medicina
radio station. The wrms residuals in the group delays
are in agreement with the statistics found in experi-
ments using local clocks.

The ASI-Centre for Space Geodesy (ASI-CSG) in
Matera was reached by the LIFT link and the first light
was achieved in Matera on Nov 7th 2018. The link
now spans 1800 km of optical fiber in four legs: Turin-
Medicina, Medicina-Florence, Florence-Pozzuoli and
Pozzuoli-Matera. At the end of each leg the laser sig-
nal is regenerated and kept in phase synch.

RMS stastistics on the interferometric phase noise
was successfully used in remote and local clock timing
experiments utilizing the radio/geodetic VLBI tech-
nique. The level of synchronization between clocks is
estimated to be better than a few pico-seconds over
900-second observing scans in good to excellent ob-
serving conditions.

In the near future the following developments are
planned:

e a VLBI vs GPS frequency stability analysis in the
CONT14 and CONT17 campaigns focusing in par-
ticular on the co-located stations of Matera and
Onsala compared to Wettzell;

a series of common-clock geodetic experiments in
which both Medicina and Matera stations are go-
ing to receive remote frequency reference from
Turin;

e a comparison of Japan’s NICT and Italy’s INRiM
optical clocks via VLBI utilizing the portable
Japanese MARBLE 2.4-metre antennas, one of
which is at the moment installed at the Medicina
radio station (see Sekido et al., 2019, for details
on this project);

e the usage of interplanetary space probe tones and
the ADOR (Differential One-way Ranging) tech-
nique to compare clocks at two receiving radio sta-
tions;

o the usage of the LIFT link for possible future VLBI
timing experiments between the Medicine/Turin
and Polish Torun/KM-FAMO optical clocks;

o the testing of the White Rabbit/Precise Time pro-

tocol technology for digital dissemination of fre-

quency reference signals and for clock synchro-
nization.
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Abstract NICT has developed a broadband VLBI
(very-long-baseline interferometry) system for inter-
continental frequency transfer. After domestic tests in
Japan, a 2.4 m diameter VLBI station was exported
and installed at Medicina astronomy observatory of
INAF in Italy in 2018. We have started VLBI experi-
ments for optical clock comparison on an Italy-Japan
intercontinental baseline. Reference signals generated
by an ytterbium (Yb) optical lattice clock at INRiM in
Torino and by a strontium (Sr) lattice clock at NICT
headquarters in Koganei are compared by a series
of links, which include a coherent optical fiber link
between INRiM and Medicina and intercontinental
VLBI observation between Medicina and Koganei.
A series of VLBI experiments was performed from
Oct. 2018 to Feb. 2019. Yb and Sr lattice clocks were
repeatedly operated throughout the same period for
frequency comparison.
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1 Introduction

Driven by fast development of high accuracy optical
frequency standards reaching 107!® accuracy (Riehle
et al., 2018), re-definition of the “second” as the unit
of time is being discussed in the metrological commu-
nity (Riehle, 2015). For this, accurate frequency com-
parison between atomic clocks at distant locations is
an important technology. Frequency transfer by optical
fiber-link reaches uncertainties below 10~!8 (Lopez et
al., 2012; Predehl et al., 2012; Calonico et al., 2014),
but it requires an infrastructure of suitable fibers and bi-
directional optical amplifiers. Two-way Satellite Time
& Frequency Transfer (TWSTFT) is another technique
used for international time and frequency links over
distances of thousands of km. Advanced TWSTFT us-
ing carrier phase has a potential to reach instabilities
in the order of 10~!7 (Fujieda et al., 2016). This re-
lies on the availability of suitable communication satel-
lites. Limited available bandwidth and high operating
costs are additional drawbacks. Observation of GPS
satellites is routinely used to maintain time links be-
tween national time standards agencies. The lowest
uncertainty of frequency links by GPS signals is in
the order of 107'%, achieved by a technique of pre-
cise point positioning processing with integer ambigu-
ity solution(IPPP) (Petit et al., 2015). VLBI is another
space geodetic technology with potential for precise
frequency comparison over intercontinental distance.
In contrast to TWSTFT, VLBI is not restricted by the
availability of communication satellites or the require-
ment of licensed radio transmission. The VLBI tech-
nique relies on observing extragalactic radio sources
of the international celestial reference frame (ICRF).
These form fiducial points in the sky, whereas GPS ob-
servations rely on estimated satellite orbits, that vary
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with time. High precision GPS processing observes
phase signals that require careful processing to avoid
errors from cycle ambiguities. Broadband VLBI pro-
vides an absolute group delay observable that is free
from ambiguity, and precision in the order of pico sec-
onds. These properties are the foundation for long-term
stable VLBI frequency links. Based on this perspective,
we have developed a broadband VLBI system for an
intercontinental frequency link. We expect to achieve
uncertainties in the order of 10~!7 with comparing sta-
ble hydrogen maser (HM) standards over several days
of time span.

The concept of broadband VLBI observation pro-
posed as VLBI Global Observing System (VGOS) (Pe-
trachenko et al., 2009; Niell et al., 2018) is an inno-
vative system to improve the delay measurement pre-
cision by one order of magnitude over conventional
S/X-band VLBI. This is achieved by ten times wider
bandwidth of observing radio frequency. A higher data
acquisition rate contributes to improvement of observ-
ing sensitivity as well. Based on these advanced prop-
erties, we implemented a broadband VLBI system us-
ing small diameter transportable VLBI station for fre-
quency comparison.

2 Broadband VLBI system and
observation scheme

2.1 Broadband VLBI system

Our broadband VLBI system named GALA-V
(Sekido et al., 2017) implements the broadband VLBI
concept of the VGOS. Radio telescopes capable of
observing the frequency range of 3 — 14 GHz are
used for observation. The employed observation
mode differs slightly from the prototype VGOS
‘Proof of Concept(PoC)’ implementation (Niell et al.,
2018) developed by MIT Haystack observatory and
NASA/GSFC. In contrast to the PoC VGOS termi-
nal, which acquires data on more than one hundred
channels with 32 MHz frequency width, we adopted
a simpler data acquisition using four channels of
1 GHz bandwidth. A unique technique in our data
acquisition system (DAS) is the use of RF-Direct
sampling (RFDS) (Takefuji et al., 2012). The observed
radio signal of one polarization is amplified by low

noise amplifier and divided into two upper and lower
frequency band, limited to 8192 MHz width by anti-
aliasing filters. Each signal is then digitized at radio
frequency with 16,384 MHz sampling rate. Frequency
selection and band shaping are performed by digital
signal processing implemented in the sampler. Four
streams of 2048 Msps 1 bit quantization data comes
out via optical fiber cables as Ethernet packet stream
in VDIF format (Whitney et al., 2014) per single
polarization. Compared to 16 MHz width conventional
S/X-band VLBI, 1024 MHz bandwidth provides a
sensitivity advantage by a factor of v/1024/16 = 8 for
single channel fringe detection.

The advanced delay precision and sensitivity of the
broadband VLBI open the possibility to utilize small
diameter stations for geodesy and frequency transfer
over intercontinental distances. Besides wideband data
acquistion, we employ joint observation with a large
diameter antenna (R) to compensate the low sensitivity
of small diameter antennas (A,B). By using the closure
delay relation, the delay observable of the A-B base-
line is composed of a linear combination ofR-A and R-
B baselines. This scheme is not only useful for using
small VLBI stations, but also for eliminating the delay
variation due to large diameter antennas; such as grav-
itational distortion and electric cable length variation
due to temperature and stress change. We name this
type of observation “Node-Hub” style (NHS) (Sekido,
2017), and have confirmed it by domestic evaluation in
Japan and intercontinental experiments between Italy
and Japan.

2.2 Frequency link with transportable
broadband VLBI station

Prior to the experiments over intercontinental base-
line, we evaluated the system in a collaboration be-
tween National Metrology Institute of Japan (NMIJ)
and NICT, two national metrological agencies in Japan,
that generate the local time scales UTC(NMLJ) and
UTC(NICT). These time scales are regularly compared
with UTC and reported to BIPM. This provides an ex-
cellent basis to evaluate the NHS VLBI frequency link
with respect to the other techniques, and we confirmed
that eliminating the delay variation caused by large di-
ameter antenna indeed results in an improved post-fit
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delay residual: The experiments show a weighted RMS
of about 10 picoseconds.

The difference of UTC(NMIJ)-UTC(NICT) ob-
tained by precise point positioning (PPP) analysis of
GPS data is routinely published by BIPM (BIPM,
2017). Integer-ambiguity PPP (IPPP) processing
(Petit et al., 2015) provides further improvements.
G. Petit and J. Leute of BIPM have courteously
provided IPPP data for the UTC(NMIJ)-UTC(NICT)
time difference. Comparison of double difference data
between VLBI-GPS(IPPP) and GPS(PPP)-GPS(IPPP)
over a 10 days span indicates that the VLBI frequency
link has better performance than GPS(PPP), at least
for long time spans.

3 Intercontinental broadband VLBI
between Italy and Japan

After the domestic experiments in Japan, a 2.4 m
diameter broadband VLBI station (MARBLE1) was
transported to the Medicina astronomy observatory
of INAF/IRA for experiments on an intercontinental
baseline. INRiM and NICT are both operating optical
lattice clocks as secondary frequency standards. The
reference frequency generated by the Yb optical lattice
clock at INRiM (Torino) is transferred to Medicina ob-
servatory by a coherent fiber link (Clivati et al., 2015),
and is used to evaluate a local hydrogen maser (HM).
The HM signal is used as the reference of broadband
VLBI observation with the 2.4 m antenna. In the
same way, a HM at NICT headquarters (Koganei) is
evaluated using Sr lattice clock NICT-Srl. The HM
provides the reference signal for the counterpart 2.4 m
VLBI station (MARBLE2) at Koganei. The Kashima
34m antenna contributes to this broadband VLBI in
order to improve signal to noise ratio. Observations
between the two small VLBI stations are realized by
the NHS processing scheme. Fig. 1 shows an overview
of the project to link the Yb clock at INRiM and the Sr
clock at NICT.

The 2.4 m dish and components of VLBI station
were delivered to Medicina in July 2018 and assembled
over the course of few days (Fig.2).

Local infrastructure was prepared by INAF and
INRiM, such as optical fiber for signal transmission
to the observation room and access to the high speed
research networks GARR and GEANT. Thanks

Table 1: VLBI sessions performed from Oct.2018 to Feb. 2019.
VLBI observation between MARBLE1(Medicina) and MAR-
BLE2(Koganei) is formed by the NHS scheme in joint obser-
vation with the Kashima 34 m antenna.

ExpCode| Start Time(UT) |Length[h]|No. Scans
GV8278 |05 Oct.2018 07:39 31 593
GV8287 |14 Oct.2018 15:35 30 460
GV8297 |24 Oct.2018 21:00 29 436
GV8308 |04 Nov.2018 02:30 29 464
GV8318 |14 Nov.2018 08:00 29 464
GV8328 |24 Nov.2018 13:30 29 415
GV8338 |04 Dec.2018 19:00 29 471
GV8349 |14 Dec.2018 00:30 29 457
GV8359 |25 Dec.2018 06:00 29 476
GV9015 | 15 Jan.2019 06:00 29 479
GV9025 | 25 Jan.2019 03:00 36 573
GV9035 | 04 Feb.2019 03:00 31 706
GV9045 | 14 Feb.2019 03:00 36 786

to the antenna control software FS9 developed by
NASA/GSFC, pointing observations to establish the
antenna model were easily realized, along with remote
antenna operation from Japan. An initial fringe test
was conducted with the support of Ishioka VGOS
station of the Geospatial Information Authority of
Japan (GSI). Except for the antenna control of Ishioka
station, all operation (antenna & DAS control, data
transfer, correlation processing) for the fringe test
was performed remotely from Medicina during the
installation visit, and interferometer fringes were
successfully detected. The main series of broadband
VLBI experiments via the NHS scheme were then
conducted from Oct. 2018 to Feb. 2019 with session
length about 30 h, repeated at a 10 days interval
(Table 1).

Fig. 3 shows an example of the delay residuals of
the VLBI analysis over the Medicina-Koganei base-
line. The weighted RMS of the delay residual was 24 ps
in this case. A peculiar splitting of the delay residual
for radio sources 3C418 and 2022+542 is clearly vis-
ible in the plot. Xu et al. (2019) have reported that
3C418 shows strong signatures of radio source struc-
ture in group delay measurement. Investigation on cal-
ibration techniques for the radio source structure ef-
fects has been continued (Bolotin et al., 2019; Xu et al.,
2019). Thus we need to minimize the influence of radio
source structure by careful selection of radio sources
in scheduling the VLBI session until the calibration
method will become widely available.

A detailed discussion of geodetic results and fre-
quency comparisons obtained in these experiments will
be reported in separate publications.
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4 Summary

A transportable 2.4 m broadband VLBI station was in-
stalled at Medicina astronomy observatory of INAF for
an intercontinental frequency link experiment. Precise
frequency comparison between the Yb lattice clock
at INRiM and the Sr lattice clock at NICT has been
performed by using intercontinental broadband VLBI,
with local hydrogen masers acting as flywheels. VLBI
sessions were conducted from Oct. 2018 to Feb. 2019
with both Yb and Sr clocks operating throughout the
same period. The experiments make use of newly de-
veloped signal processing for polarization synthesis
and broadband bandwidth synthesis, and confirmed
that the 2.4 m diameter size radio telescopes achieve a
precision of few tens of pico seconds in NHS measure-
ments over an intercontinental baseline. In addition, ra-
dio source structure effects were clearly detected in our
data. Until a calibration technique for this effect will
become available, we are going to minimize this influ-

ence by source selection in scheduling the VLBI ses-
sion.
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Research and Application of VLBI Differential Phase Delays in

Lunar Exploration

X. Zheng, Q. Liu, F. Shu, Y. Huang, P. Li, Z. Xu, Z. Chu

Abstract During the mission of Tracking and Data
Relay Satellite of Chang’e-4 mission (TDRSS-C4) in
May 2018, same-beam VLBI observations between
TDRSS-C4 and Longjiang-2 (Microsatellite B) were
successfully carried out by the Chinese VLBI network
(CVN) during the Earth-to-Moon transfer section. Af-
ter data processing and analysis, differential phase de-
lay (DPD) of same-beam VLBI was calculated suc-
cessfully. Combining ranging, range rate and band-
width synthesis group delay data, the orbit determina-
tion of two satellites were successfully accomplished
by using DPD which continued more than one hour
on May 22. After orbit determination, the residuals of
DPD were 4.97 ps (BJ-KM), 5.37 ps (BJ-UR), 4.40 ps
(BJ-TM), 4.87 ps (KM-UR), 2.97 ps (KM-TM) and
3.64 ps (UR-TM), respectively.

Keywords TDRSS-C4 Microsatellite B - Differential
Phase Delay

1 Introduction

The same-beam VLBI technology uses the main-beam
of a radio telescope to receive the signals emitted from
two satellites simultaneously. After the correlation pro-
cessing, the phase delays of the two satellites are dif-
ferentiated in order to calculate the Differential Phase
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Delay (DPD). During the data processing, the first dif-
ference between two stations and the second difference
between the phases delay of two satellites are calcu-
lated. Because the angular distance between the two
satellites are very close, the DPD eliminates the influ-
ence of the atmosphere and ionosphere on the propaga-
tion paths of the two satellites’ signals, and the effect
of the internal delay of the observation equipment, and
it achieves the accuracy of picosecond (ps) order.

Historically, the Apollo Program carried out by
NASA used the same-beam technology. In Japan,
same-beam VLBI observations of the Rstar and Vstar
satellites were carried out in the SELENE mission
in 2008. The calculated DPD was applied to orbit
determination and lunar gravity field model calcula-
tion. The orbit determination accuracy of Rstar and
Vstar reached 10 m and better (Hanada et al., 2010).
In the Chinese Chang’e-3 mission in 2013, DPD of
same-beam VLBI between Lander and Rover were
successfully calculated and used for monitoring the
position of the Rover on the lunar surface, and also
used for relative positioning between Lander and
Rover (Liu et al., 2014).

During the mission of TDRSS-C4 in May 2018,
TDRSS-C4 and Microsatellite B, which was designed
by Harbin Institute of Technology, separated from the
rocket and entered the Earth-Moon transfer orbit in
turn. In the Earth-Moon transfer section, the two satel-
lites were close enough to meet the requirements of
same-beam VLBI observations. So while CVN (in-
cluding BJ, KM, UR, TM) observed TDRSS-C4, at
the same time, the signal of Microsatellite B was also
successfully observed. In this paper, DPD between Mi-
crosatellite B and TDRSS-C4 was investigated.
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2 Schedule

The VLBI Center for Deep Space Exploration at
the Shanghai Astronomical Observatory, Chinese
Academy of Sciences (SHAO), received the precise
ephemeris of TDRSS-C4 and Microsatellite B, and the
predicted orbits of these two satellites were calculated
for the observation schedule. Because TDRSS-C4
was the main task of CVN, the accuracy of the
precise ephemeris of TDRSS-C4 was on the order of
several hundred meters. The accuracy of the precise
ephemeris of Microsatellite B was far lower than that
of TDRSS-C4.

The schedule which was in the same-beam VLBI
mode used the predicted orbits of the two satellites to
calculate both geometric delay models, and output a
job file for the VLBI correlator. The job file recorded
both geometric delay models of the two satellites and
wrote these models in the same format in turn, while
the difference was just the satellite identification.

3 Correlator

The VLBI hardware correlator at SHAO processed the
observation data of the stations according to the job
file, and output data files and tab files with a known
format. Because there were two satellite models in the
job file, correlator outputted two data files and two tab
files with satellite identifications while the same time
tags of both two data files and two tab files. These four
files were what the correlator output in the same-beam
VLBI observation mode.

4 Differential phase delay

The software that calculated differential phase delay
reads the data files and tab files, at the same time reads
the time configuration file which the schedule output
and the correction files which contain the atmospheric
and ionospheric delays in the observation direction of
the telescopes. Finally, it outputs the bandwidth syn-
thesis group delay data of these two satellites and DPD
data during the same-beam VLBI observation model is
used.

4.1 DOR signals

CVN aimed at TDRSS-C4 and received S-band DOR
signals from the two satellites. The DOR signals from
TDRSS-C4 included one main carrier and two side
tones. The main carrier frequency was 2234 MHz
and the signal-to-noise ratio (SNR) was about 40 dB.
The DOR signal transmitted by Microsatellite B also
contained one main carrier and two side tones. The
main carrier frequency was 2275 MHz, SNR was
about 45 dB, —DOR and +DOR SNR were about
30 dB. The frequency difference between the two main
carriers was 41 MHz.

4.2 Correlation phase

One data file and tab file contained cross-correlation
data of which integral time was 0.98304 sec and
totaling 5 cycles. Each integral period could extract six
correlation phases of the main carrier of two satellites.
In this paper, correlation phase of the observed data
on May 22, 2018 was analyzed. Fig. 1(a) shows
six-minutes of the correlation phase of TDRSS-C4
on the BJ-TM baseline. Fig. 1(b) shows the residual
phase after eighth-order polynomial fitting of the
correlation phase of TDRSS-C4. Fig. 2(a) depicts a
six-minutes correlation phase of Microsatellite B on
the BJ-TM baseline. Fig. 2(b) shows the residual phase
after eighth-order polynomial fitting of the correlation
phase of Microsatellite B. Comparing figs. 1(a) and
2(a), 1(b) and 2(b), the correlation phase change rate
of TDRSS-C4 was estimated to be —0.5 ps/s, and that
of microsatellite B was about 12 ps/s. The correlation
coefficient of correlation phase between the two
satellites was high, which means that the correlation
phases of two satellites which was extracted from the
data file were correct and the correlation phases for the
period of 6 minutes had no integer ambiguity.

4.3 Bandwidth synthesis group delay

The bandwidth synthesis group delay includes the ge-
ometric delay model of the satellite and the differ-
ence between the geometric delay model of the satel-
lite and the actual value. Error contributions such as at-
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Fig. 1: (a) Correlation phases of TDRSS-C4 on BJ-TM baseline
for 6 minutes; (b) Residual phases after an 8th-order polynomial
fitting.

Fig. 2: (a) Correlation phases of Microsatellite B on BJ-TM
baseline for 6 minutes; (b) Residual phases after an 8th-order
polynomial fitting.

mospheric delay, ionospheric delay, equipment internal
delay and clock differences need to be corrected. Fig-
ure 3 shows the residual of bandwidth synthesis group
delay against the geometric delay model of Microsatel-
lite B. Judging from Fig. 3, combined with station co-
ordinates, parameters such as predicted orbit and base-
line length, the accuracy of Microsatellite B prediction
was thought to be on a level of 20 km.

Fig. 3: Residual of bandwidth synthesis group delay of Mi-
crosatellite B.

4.4 DPD

Differential group delay (DGD) was obtained by dif-
ferentiating the group delay of two satellites.
However, the calculation of DPD was relatively
complicated. The main error factors affecting the DPD
were almost cancelled through the subtraction of two
satellites’ phase delay. However, the ionospheric de-
lay was inversely proportional to the square of the fre-
quency. If the signal frequencies of the two satellites
were different, the ionospheric delay must be consid-
ered on calculation of the DPD, and an equation to
compute the ionospheric delay is shown in Equation 1.

(Tizon - Tion) = _)2 —(

f h

c

Here, (Tl.zan —T}on) is the difference of two satel-
lites’ ionospheric delays. The factor is k = 40.28m3 /s>
The expression ATEC means the difference of Total
Electron Content in the line-of-sight direction of radio
telescope which could be calculated according to the
model or GNSS (Global Navigation Satellite System)
observation data, and c is the speed of light. Further-
more, f], f> indicate the frequencies of the two satel-

lites signals.

By subtracting the two geometrical delay models
and subtracting the two residual phase delays, and then
adding the two terms, DPD with bias was obtained, as
shown in Equation 2. Because, the offset was a con-
stant bias in a continuous arc, it could be calibrated
during the orbit determination for DPD data spanning
for more than 1 hour.
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Fig. 4: DPD which continued more than one hours and could be
used for orbit determination and relative positioning.

¥2 $1
Tdpd = (Téeo - T;’ea) + (27Tf2 - 2rfi )+ 2)
(mz - ml) + (Tiz()n - Tillln)

Here 74,4 was DPD. The terms Ti,w and Tﬁeo indicate
the geometric delay model of the two satellites. The
terms ¢1 , ¢» show the correlation phases of two satel-
lites, and (m, —m1) indicated the constant bias of DPD

According to the calculation algorithm of DPD, the
software calculated DPD between two satellites dur-
ing TDRSS-C4 and Microsatellite B both in the Earth-
Moon transfer orbit which in the same-beam VLBI ob-
servation model. After analyzing all of DPD data, it
was found that there were more than one hour contin-
uous observations from 14.5 (UTC) to 16 (UTC) on
May 22, 2018. In the whole arc, TDRSS-C4 and Mi-
crosatellite B were flying to the Moon in their sched-
uled orbits. Fig. 4 shows the DPD which observed con-
tinuously more than one hour, 6 baselines. Fig. 5 shows
the residual of DPD after fitting by 8th order polyno-
mial, UR-TM baseline. In the next step, these DPD
were used for orbit determination and relative position-
ing between TDRSS-C4 and Microsatellite B.

5 Orbit determination

Range, range rate and bandwidth synthesis group de-
lay of Microsatellite B on May 22 were used for a first

Fig. 5: Residuals of DPD after 8-power polynomial fitting.

Fig. 6: Residuals of the bandwidth synthesis group delay of Mi-
crosatellite B after orbit determination. Shown are 6 baselines.

orbit determination. Since the accuracy of the precise
ephemeris of Microsatellite B was far less than that of
TDRSS-C4, the orbit accuracy of Microsatellite B was
improved to hundreds of meters. Fig. 6 shows the resid-
uals of the bandwidth synthesis group delay of Mi-
crosatellite B after orbit determination. Finally, the or-
bit accuracy of both TDRSS-C4 and Microsatellite B
both reached hundred of meters, and the success rate
was increased by using the same-beam VLBI DPD or-
bit determination.

After a first orbit determination, the accuracy of
both satellite orbits reached hundreds of meters. Then,
DPD was applied for the second orbit determination.
Using ranging, range rate and bandwidth synthesis
group delay of both satellites, and DPD that was
calculated by both satellites’ data, the orbits of these
two satellites (TDRSS-c4 and Microsatellite B) were
improved. As shown in Fig. 7, the residual of six
baselines of DPD after orbit determination can be
calculated to be 4.97, 5.37, 4.40, 4.87, 2.97, 3.64
ps, respectively. The systematic deviation of the six
baselines is —0.6, —0.675, 0.118, 0.016, 0.43, 0.416 ns.
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Fig. 7: The residuals of DPD after orbit determination. Shown
are 6 baselines.

6 Conclusions

Same-beam VLBI observations between TDRSS-C4
and Microsatellite B were successfully carried out by
CVN during the Earth-to-Moon transfer section in May
2018. We correctly calculated the DPD data and suc-
cessfully used the DPD data for orbit determination for

these two satellites. The residuals of six baselines can
be calculated to be 4.97 5.37 4.40 4.87 2.97 3.64 ps,
respectively.
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Comparison of Results Between CVN and K5 Software

Correlators

T. Kondo, W. Zheng, L. Liu, J. Zhang, F. Shu, L. Tong, F. Tong

Abstract CVN (China VLBI Network) software cor-
relator has been developed by SHAO for the lunar
mission. Recently it has been upgraded to a general
correlator to handle the geodetic VLBI observations
data. Observed values, such as delay, delay rate, and
fringe amplitude, obtained by CVN software correla-
tor and fringe fitting software “fourfit”have been com-
pared with those obtained by K5 processing system
consisting of software correlatorand fringe fitting soft-
ware independent from CVN system. As a result, it has
been confirmed that CVN and K35 results show a good
coincidence.

Keywords CVN correlator - K5 correlator

1 Introduction

CVN (China VLBI Network) software correlator de-
veloped by SHAO for the lunar mission has been up-
graded to a general correlator to handle the geode-
tic VLBI observations data. K5 software correlator
has been developed by NICT (National Institute of
Information and Communications Technology, Japan)
VLBI group (Kondo et al., 1999) for processing geode-
tic VLBI data. We have conducted the comparison be-
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tween CVN and K5 software correlators. Observed val-
ues, such as delay, delay rate, and fringe amplitude, ob-
tained by CVN software correlator and fringe fitting
software “fourfit” (Cappallo, 2014) have been com-
pared with those obtained by K5 software correlator.
K5 and CVN comparison results show a good coinci-
dence with each other on fine (multi-band) delay, delay
rate, and fringe amplitude. The average of the standard
deviation of the differences between X band fine delays
is 7.6 psec. As for the delay rate, the average of differ-
ences at X band is 0.00+0.09 ps/s. As for the fringe
amplitude at X band, the average of ratio (CVN/KS)
is 0.98+0.11. K5 correlator is used by GSI (Geospatial
Information Authority of Japan) VLBI group for a rou-
tine IVS VLBI data processing, so that CVN correla-
tor has enough performance to process geodetic VLBI
data.

2 Definition of delay

2.1 Baseline-based processing system

K5 processing system is a baseline-based processing
system. Observed delay is defined as the time required
for the wavefront passing through the reference station
(X) at the epoch (PRT: Processing Reference Time) to
pass through the other station (Y). On the other hand,
as for the earth-centered epoch system like the CVN
system, observed delay is defined as the difference be-
tween the time a certain wavefront, that passes through
the earth center at the epoch, passed through the X sta-
tion and the time the same wavefront passed through
the Y station.
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Fig. 1: Observed delay in case of baseline-based processing sys-
tem. Let #, be the time when a certain wavefront, that passed
through the X station at #; (epoch), passes through the Y station.
Observed delay is given as o —t; (= Tyy—p). O is the center of the
earth and k is the wave propagation direction.

In Fig. 1, t, is the time when a certain wavefront,
that passed through the X station at #; (epoch), passes
through the Y station. Let geometrical delays against
the earth center at #; be 7, and 7, for X and Y sta-
tions, and a geometrical delay against the earth center
of Y station at 7, be 7}. Observed delay is expressed
as Tyy—p =t — 1 =Ty — T;,. From the figure, T;, can be
given as

T = Ty + Tay-pTy (1)

where 7, is the changing rate of 7, at 71, i.e., delay rate.
Therefore 7,,_; can be written as

Ty — (Ty + Tay_pTy)

Tyy = Tay-bTy 2

Txy—b

where 7y, = 7, — 7). Solving Eq.(2) for 7,5, we get

Txy
1+1y

Txy-b =
Moreover considering |ty| < 1, we finally get

Txy—b = Txy(l - ‘i'y) 3

2.2 Earth-centered epoch processing
system

In case of earth-centered epoch system, observed de-
lay is defined as the difference between the time a cer-
tain wavefront, that passes through the earth center at
the epoch, passed through the reference station (X) and
the time the same wavefront passed through the remote
station (Y). In Fig. 2, #; and t, correspond to these

Fig. 2: Observed delay on a earth-centered epoch system. Ob-
served delay is 3 -1, = T/, — T;, where t, and t3 are the time a cer-
tain wavefront, that passes the earth center at #; (epoch), passed
through the X station and the time the same wavefront passed
through the Y station.

two times, and #3 is the epoch. Let geometrical delays
against the earth center at 73 be 7, and 7, for X and
Y stations, a geometrical delay against the earth center
for X station at #; be 7/, and a geometrical delay against
the earth center for Y station at #, be T;. Observed de-
lay is expressed as Tyy_o =fr — 1] = Ty — T; From the
figure, 7. can be expressed as

4 !
T =Ty =TTy

where 7, is the changing rate of 7, at #3 (7, < 0 under
the condition illustrated in the figure). Solving for 7/,
we obtain

’ Tx
Tx = 1+7y
=1(1-7) 4
(ol < D).

Similarly for 7}, we get
7y =1y(1=1y). (5)
Hence observed delay is given as follows.

o ’
Txy—0 = Tx =Ty

=7,(1-7)-1,(1-1))

=Ty =Ty —TyTx + Ty Ty
Using relations 7, = 7y — 7, and 7, = T, — T, we get
Tyyo = Typ(1 = 1)) =Ty Tyy. (6)

Since 7y is expressed by Eq. (3), 7xy—, can be rewrit-
ten as
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Fig. 3: Relation between X-station clock offset and observed de-
lay. In case that correlation processing is carried out without cor-
rection of clock offset, the epoch (PRT: Processing Reference
Time) of observed value shifts by the amount of clock offset.
Therefore observed delay at the true PRT can be obtained by
compensating the delay change during the period of the clock
offset.

@)

Namely the correction based on the term “—7,7,,” is
necessary for a comparison between Ty, and 7,y_,.

Txy—0 = Tay—b — TyTxy.

We can get the same correction term, as described
later, by treating as the shift of the epoch when com-
parison is made.

3 Observed delay correction

3.1 X-station clock offset

Fig. 3 shows the relation between X-station clock off-
set and observed delay. In case that correlation process-
ing is carried out without correction of clock offset, the
epoch (PRT: Processing Reference Time) of observed
delay shifts by the amount of clock offset. Therefore
observed delay at the true PRT, 7., can be obtained
by compensating the delay change during the period of
clock offset. Assuming the clock offset is a very short
time, we can neglect the higher order terms such as 2nd
and higher of the Taylor’s formula. So that 7, is given
as

®)

where x,¢y is the X-station clock offset and 7, is the
delay rate.

Ttrue = Tobs T Xoff * Txy

3.2 Earth centered epoch correction

The definition of the epoch is different between the
baseline-based processing system and the earth-
centered epoch processing system. It is therefore
necessary to compensate for the difference of the
epoch to carry out the comparison of the both observed
delays. In order to match the epoch of the baseline-
based processing system to that of the earth-centered
epoch processing system, at first the time of the wave-
front, that reaches the center of the Earth at the epoch,
passing the X station is computed. Thendelay observed
by the baseline-based processing is corrected so as to
compensate this time difference. This compensation
is given by shifting the epoch of the baseline-based
delay by 7/, shown in Fig. 2. Therefore the correction
is given as

’ .
Tobs—o = Tobs—b — Ty Txy ©)]

where 7,55 1S the observed delay obtained by the
baseline-based system and T,ps—, is that by the earth-
centered epoch system. Moreover

4 ’ .
T =Ty =Ty Ty

then solving for 7/, we get

T =7(1—1y) (10)
Substituting this to Eq.(9), we get
Tobs—0 = Tobs—b — Tx " Tuy + TaTxTxy (11)

Absolute values of 7y, Ty, and 7,, on the earth are at
most 0.02sec, 1.5 X 10‘6s/s, and 3 X 10‘6s/s, respec-
tively. Hence maximum value of |77, ,| does not ex-
ceed 1 x 107B3sec(=0.1psec), and the value is small
enough compared with the measurement accuracy of
the current system. So that this term can be neglected,
then we get

(12)

Tobs—o = Tobs—b — Tx " Txy-

This is the same as Eq. (7).
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Fig. 4: Result of the comparison of fine delay (multi-band delay)
at X band. An alphabetical symbol means a radio source. No cor-
rection is applied to K5 results. Standard deviation of differences
reaches a large value of 20 nsec at the SESHAN25-WETTZELL
baseline.

3.3 Summary of corrections

Corrections for observed delays obtained by K5 system
can be summarized as follows.
Tobs—o = Tobs—b + (xoff - Tx)i'xy (13)

By differentiating Eq. (13) with respect to time, we get
the relation regarding observed delay rates as follows.

Tobs—0 = Tobs—b — Txi-xy + (xoff - Tx);fxy (14)
where theoretical values of 7y, T, Ty, and 7, are used
for an actual calculation.

4 Results of comparison

As for comparison studies, we use the VLBI ex-
periment data conducted on 2014/349 07h-08h UT.
Four stations, such as NYALES20, SESHAN?25,
TSUKUB32, and WETTZELL, were participated in
the experiment.

As for K5 processing system, the latest version that
compensates X clock offset during a correlation pro-
cessing is used, therefore the correction of X clock off-
set is unnecessary in the comparisons.

Fig. 4 shows the result of the comparison of fine
delay (multi-band delay) at X band. No correction is
applied to K35 results. Standard deviation of differences
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Fig. 5: Result of the comparison of fine delay (multi-band de-
lay) at X band. The latest version is used for K5 processing, i.e.,
X-station clock offset is compensated during a correlation pro-
cessing. Earth-centered epoch correction is applied to these K5
results. y2 is less than 1 for most of the baselines. This means
the difference is less than the theoretical error caused by thermal
noises, i.e., K5 and CVN results show a good coincidence.
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Fig. 6: Result of the comparison of delay rate at X band. The lat-
est version is used for K5 processing, i.e., X-station clock offset
is compensated during a correlation processing. Earth-centered
epoch correction is applied to K5 results. KS and CVN results
well coincide with each other, and the average of difference is
0.00+0.09 ps/s.

is about 1.2 nsec at the SESHAN25-TSUKUB32 base-
line, but it reaches a large value of 20 nsec at the
SESHAN25-WETTZELL baseline.

Fig. 5 shows the same as Fig. 4, but the earth-
centered epoch correction is applied to K5 results.
Standard deviation of differences ranges from 4.9 psec
to 11.1 psec. y? is less than 1 for most of the baselines.
This means the difference is less than the theoretical er-
ror based on thermal noises, i.e., K5 and CVN results
show a good coincidence.
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Fig. 7: Result of the comparison of fringe amplitude at X band.
Both amplitudes well coincide with each other. The average of
CVN/K5 is 1.05+0.16.

Fig. 6 shows the result of the comparison of delay
rate at X band. K5 and CVN results well coincide with
each other, and the average of difference is 0.00 +0.09
ps/s.

Fig. 7 shows the result of the comparison of fringe
amplitude at X band. Both amplitudes well coincide
with each other. The average of CVN/KS is 1.05+0.16.
All results for X band are summarized in Table 1.

Table 1: Summary of comparison between K5 and CVN
Fine Delay (K5-CVN) (psec)

Ts-Wz|Ny-Wz|Ny-Sh [Ny-Ts|Sh-Ts|Sh-Wz| mean

mean | 97.7 | 75.7 |-285.0(-26.3 |257.2| 357.8 | 79.5

o 4.9 8.4 79 | 74 | 57 | 11.1 | 7.6
Delay Rate (K5-CVN) (ps/s)

Ts-Wz|Ny-Wz|Ny-ShNy-Ts|Sh-Ts|Sh-Wz| mean

mean |-0.010{-0.011 |-0.042{0.025|0.003| 0.017 |-0.003

o 0.050 | 0.110 {0.136 | 0.171 |0.047| 0.048 | 0.094
Amplitude Ratio (CVN/KS5)

Ts-Wz|Ny-Wz|Ny-Sh|Ny-Ts|Sh-Ts|Sh-Wz| mean

CVN/KS5| 1.03 | 097 | 097 | 1.04 | 0.90 | 0.98 | 0.98

o 0.12 | 0.01 | 0.16 | 0.08 | 0.10 | 0.16 | 0.11

Station ID: Ts(TSUKUB32), WzZ(WETTZELL),
Ny(NYALES20), Sh(SESHAN25)

5 Conclusion

Results obtained by CVN software correlator have
been compared with those obtained by K5 software

correlator. Earth-centered epoch correction and X
clock offset correction are applied to K5 results. As a
result, K5 and CVN results shows a good coincidence
with each other on observed values, such as, fine
(multi-band) delay, delay rate, and fringe amplitude.
The average of the standard deviation of the differ-
ences between X band fine delays is 7.6 psec. As for
the delay rate, the average of differences at X band is
0.00+0.09 ps/s. As for the fringe amplitude at X band,
the average of ratio (CVN/KS5) is 0.98 +0.11. Offsets
seen in delay is thought to be due to the difference
of fringe fit algorithm that can be influenced by an
instrumental delay (phase structure in a channel and
band). However, they do not affect geodetic results,
because these offsets can be treated as a clock offset at
a baseline analysis.
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Status of the Future RAEGE Radio Telescope at Gran Canaria

D. Cordobés, V. Arafa, J. A. Lépez Pérez, A. Garcia, |. Dominguez Cerdefia, J. Ticay, P. Dorta, |. Pérez,

J. A. Lopez Fernandez, J. Gdbmez Gonzalez

Abstract The IGN in cooperation with the Azores
Regional Government, is developing since 2012 the
RAEGE network, which consists of four VGOS
antennas for space geodetic observation. Currently,
two of the four antennas are operative at Santa Maria
(Azores) and Yebes (Guadalajara, Spain). The third
antenna will be operational by 2021 at Gran Canaria
(Spain) with the cooperation of the University of
Las Palmas de Gran Canaria (IDeTIC-ULPGC). We
present here the progress made on the site selection,
construction and a snapshot of the future projects for
the VLBI antenna of Gran Canaria.

The site was selected after a longterm noise mea-
surement all along the island. The chosen final site is
close to Artenara village at an altitude of 1100 m and
presents the lowest measured electromagnetic noise.
At the present time, we have finished the bureaucratic
procedures with local administrations and almost
finished the architecture projects for the different
buildings of the site.

The Artenara station will have a fully compliant
VGOS radio telescope, equipped with a broadband
receiver in the 2 — 14 GHz band. In addition to these,
the facilities at Artenara will also include an absolute
gravimeter, a GNSS receiver and a seismic station,
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with the goal of turning Artenara RAEGE site into a
Geodetic Fundamental Station.

Keywords VGOS - RAEGE - Gran Canaria

1 Introduction

The RAEGE (Red Atlantica de Estaciones
Geodindmicas Espaciales) project results from a
Memorandum of Understanding between the Spanish
National Geographic Institute (IGN, Ministerio de
Fomento, Gobierno de Espafia) and the Government
of the Portuguese Autonomous Region of Azores
(Secretaria Regional da Ciéncia, Tecnologia e Equipa-
mentos, Governo dos Acores), signed in 2011, to meet
the international developments needed to set up a
VLBI (Very Long Baseline Interferometry) Geodetic
Observing System - VGOS.

Fig. 1: The RAEGE radio telescope in Yebes (Spain).
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Fig. 2: Site location at Gran Canaria and zoom to the Artenara municipality.

The project consists of a network of four fully
equipped Geodetic Fundamental Stations in Spain
(Yebes, Guadalajara and Gran Canaria, Canary Is-
lands), and Azores, Portugal (Santa Maria and Flores
islands) and two Base Centres (Yebes/Spain and
Lagoa-Sao Miguel/Azores), dedicated to astronomy,
geodesy and geophysics studies.

The basic equipment of all RAEGE’s Geodetic
Fundamental Stations is:

e VGOS radio telescope (13.2 m diameter; operation
up to 90 GHz; Fast slewing speed)

Gravimeter

e Permanent GNSS station

Maser clock

e Seismic station

2 The radio telescope

The construction of the radio telescope started at the
end of 2010 when the contract for the design, construc-
tion, and commissioning of the first three radio tele-
scopes was awarded to MT Mechatronics (Germany).
The design of the radio telescopes was completed in
the summer of 2011. During 2011 and 2012 the back-
structures of the three radio telescopes were built by
Asturfeito in Asturias, Spain. Other parts, such as the
reflector panels, were fabricated by COSPAL Com-
posites in Italy. The RAEGE radio telescopes are Az-

imuth/Elevation turning head telescopes, reaching az-
imuth and elevation slew speeds of 12°/s and 6°/s, re-
spectively. The optical design is based on a 13.2 m ring
focus reflector. In its basic configuration, the observa-
tion frequency is in the range of 2 —40 GHz. It can be
enhanced up to 100 GHz by using additional options.
For geodetic telescopes it is essential to be able to accu-
rately measure the position of the intersection of the az-
imuth and elevation axes. Therefore a concrete pillar is
installed at the center of the telescope tower, allowing
the installation of a measurement system to be located
at the intersection of axes and visible from the outside
through openings. Another important requirement in
geodetic VLBI is path length stability. In order to han-
dle path length errors, an active deformation measure-
ment and “flexible body compensation” (FBC) method
is foreseen, similar to established methods used for sur-
face and focus/pointing error corrections.

The specifications of the radio telescope are:

Max. azimuth, elevation speed: 12°/s, 6°/s
Acceleration: 3°/s2

Frequency operation range: up to 40 GHz

Path length error < 0.26 mm

Elevation, azimuth movement range: 0 — 100°, 0 —
540°

Pointing accuracy < 16 arcsec

e Power consumption < 170 kW

e Aperture efficiency > 60 % at 8 GHz (using VGOS
receiver).
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Fig. 3: Blueprint of the future RAEGE station and two photographs of the site before any construction

Fig. 4: Artistic reproduction of the future radio telescope.
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Fig. 5: Site testing map of most promising sites.

Fig. 6: RFI measurement for the selected site.

3 Site selection

Several factors were considered for the selection of the
RAEGE Gran Canaria site:

e Low RFI in order to maximize the observing fre-
quency band of the radio telescope

e High altitude (1100 m a.s.l) to avoid clouds during
longest periods of the year

o Low humidity

e Public owned terrain that can be transferred to the
IGN

e Electrical infrastructure available

o Geological stability. The site is located close to
Artenara village on old ignimbrite rocks with var-
ious million years. Most recent volcanic activity is
far from the site and the probability of a future vol-
canic eruption on the island is of lower than 1 % for
the next 100 years.

The RAEGE Gran Canaria site was chosen after an in-
tensive RFI measurement campaign around the island.
At the center of Gran Canaria there are some militar
and meteorological radars whose electromagnetic radi-
ation covers most of the island so it was hard to find
a suitable place with low RFI levels. Eventually Arte-
nara was chosen as it is shadowed by a nearby moun-
tain from the radar, and as it is in the border of a natural
park, the electromagnetic pollution is guaranteed to re-
main the lowest possible for the future years.

4 Status and future work

Currently, the radio telescope is kept inside containers
in a warehouse of Gran Canaria island and we are wait-
ing for the bureaucratic permissions to start the civil
works at the site. If everything goes well, we expect to
begin the works by the end of 2019. The first stage will
be the conditioning of the terrain and the construction
of the interior roads. In a second stage, the radio tele-
scope will be built. In the final stage, which will be by
2021, the control building will be made, and the station
will be operative. We hope to achieve the first fringes
during 2022.



First Steps in Gravitational Deformation Modelling of the VLBI

Yebes Radio Telescopes

A. Prudencio, E. Azcue, J. Lépez Ramasco, S. Garcia-Espada, Y. Gémez Espada, V. Puente, M. Valdés

Abstract In this work, the first steps in the gravita-
tional deformation modelling of the VLBI antennas of
Yebes by using terrestrial laser scanner are presented.
A preliminary simulation of the measurements and its
processing in Matlab and the future work and cam-
paigns are shown.

Keywords Gravitational deformation Terres-

trial Laser Scanner - VLBI

1 Introduction

Geodetic VLBI is one of the most accurate geodetic
techniques for the study of the size and shape of the
Earth, its rotation and time variations. This accuracy is
achieved taking into account all the error sources in-
volved in the process.
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The effect of gravity in VLBI antennas is one of
these errors that should be taken into account in the
analysis of VLBI data. This effect can reach several
millimeters and it has to be determined specifically for
each radio telescope (Sarti et al., 2009).

The National Geographic Institute of Spain (IGN)
works to achieve the optimal operation in their stations.
This includes the determination of this effect. In this
work the first steps to the antenna gravitational defor-
mation modelling and the tools developed for the data
processing are shown.

2 Goal

The aim of this work is to present the first steps in
gravitational deformation modelling of the Yebes radio
telescopes. At the end of 2018, the IGN acquired a Ter-
restrial Laser Scanner (LS) that will be used to measure
the gravitational deformation at different elevations of
the IGN telescopes. Before the campaign planning, a
preliminary study of this effect has been made. The ob-
jective was to start developing some tools that could
be useful to plan the campaign and to model the LS
cloud in the future. Four Matlab routines were devel-
oped with the next objectives:

o To study and analyse the gravitational influences
on large VLBI telescopes. Simulation of a LS mea-
surements affected by structure’s self weight and
white noise.

e To determine the best fit paraboloid to the point
cloud simulated and to estimate the deformation
parameters (3 translations, 2 rotations and focal
length variation).
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e To compare the best fit paraboloid obtained with
the original data.

e To contrast the gravitational deformations at dif-
ferent telescope elevations and to plot these differ-
ences.

3 Routines

3.1 Gravitational deformation
simulation

A simulation of deformations in a generic antenna was
made by using the Finite Element Method (FEM).
It was considered in the model that the deformation
caused by the structure’s self weight is proportional
to the square of the height (Cheng, 2009) and some
boundary conditions were taking into account. This de-
formed dish together with white noise added simulate
the measurements of a LS and it will be used in the
next routines as a test point cloud. Several point cloud
densities and sigma for the white noise can be selected,
see Fig. 1.

3.2 Best-fit paraboloid estimation

In order to associate the model to a best-fit paraboloid,
a Matlab function was written. A least-squares adjust-
ment is computed to estimate six parameters: three
translations to transform the origin of the model in the
vertex of the paraboloid, two rotations to solve any mis-
alignment between them and the focal length variation,
see Fig. 2.

3.3 Best-fit paraboloid comparison

A Matlab function was programmed for doing a
comparison between the point cloud and the best fit
paraboloid. This function generates a plot output and
some statistics of the adjustment, see Fig. 3.

3.4 Best-fit paraboloid estimation

A Matlab function for studying the relative deforma-
tions of the dish at different elevation angles was pro-
grammed. An interpolation between clouds to a com-
mon grid is done for evaluating the differences in that
points. Also a summary of the best-fit paraboloid pa-
rameters in each angle is done, see Fig. 4.

4 Conclusions and future plans

Comparing the model to different bibliography (Sarti
et al., 2009; Artz et al., 2014) these programs seem to
work correctly. In the light of these results, it is ex-
pected to use these routines with the real data mea-
surements of the scanner that will be used to deter-
mine gravitational influences on Yebes antennas. Fu-
ture plans:

1. To improve the simulation function incorporating
more information of the antenna’s structure. Cur-
rently a very simple and generic model was used
because its primary aim was only to simulate the
measurements of the laser for developing the rest
of the programs.

2. To plan and carry out the survey in the Yebes an-
tennas with the laser scanner over the next months.

3. To contrast these results with the model obtained
with the laser scanner data.
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Fig. 1: Simulation of the deformations of the dish at different elevations in 3 and 2 dimensions (along the elevation axis). A 40 m
antenna and 15 m focal length was considered, similar to the Yebes antenna. Deformations in meters.
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Fig. 2: Focal length variations estimated for the 40 m antenna simulated in different elevations. In red the estimated values, in blue
the 2nd order polynomial adjusted.
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Fig. 4: Relative deformations of the dish between the model at 30° and the one at 90°. Units: X and Y axis in meters, deformations
in millimeters.



The Onsala Tide Gauge Station: Experiences From the First

Four Years of Operation

G. Elgered, J. Wahlbom, L. Wennerback, L. Pettersson, R. Haas

Abstract A tide gauge station was installed at the On-
sala Space Observatory in 2015. The official tide gauge
station includes several independent senors: one radar
and three pneumatic sensors (also referred to as bub-
blers). The radar and two bubblers are mounted in a
well and one bubbler outside the well. Additional sen-
sors such as one laser sensor and three radar sensors
have been used during different time periods in order to
further assess the quality of the acquired sea level data.
Here we compare the four official sensors and the laser
sensor which was installed in April 2016. The expected
accuracy (one standard deviation) for all of these sen-
sors is approximately 3 mm, according to the data-
sheet specifications. Results from the first four years of
operations are used to assess and estimate the actual ac-
curacies by means of comparisons between the sensors.
We observe typical biases over time scales of months
of up to 10 mm. Biases are caused by uncertainties of
the reference level of the sensor, the density of the wa-
ter for the bubblers, multipath effects for the radar, and
nonlinearities with temperature for the laser. The ob-
served monthly standard deviation between the sensors
in the well vary between 2 mm and 6 mm, which is
roughly consistent with the data sheet specifications.

Keywords Sea level - Tide gauge station
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Fig. 1: The tide gauge station at the Onsala Space Observatory.

1 Introduction

The location of the Onsala geodetic VLBI telescopes
close to the coast line motivates continuous and ac-
curate sea level observations, especially given the re-
cent finding of an accelerating global sea level rise
(Nerem et al., 2018). A tide gauge station (Fig. 1) was
developed and constructed in house, with advise from
the Swedish Meteorological and Hydrological Institute
(SMHI). Since the end of June 2015 it is an official
site in SMHI’s national monitoring network of the sea
level.

In Section 2 we describe the individual sensors.
In Section 4 we present the sea level observations ac-
quired so far, and in Section 4 we summarise the lev-
elling carried out in order to connect the sea level data
to the reference markers at the observatory. Finally, the
conclusions are given in Section 5.

2 Sea level sensors

The official tide gauge station has several independent
sensors: one radar (Fig. 2) and three pneumatic sensors

75



76

Elgered et al.

Fig. 2: The down-looking radar sensor, Campbell CS476, oper-
ating at 26 GHz, mounted at the top in the centre of the well.

Fig. 3: The pneumatic sensors, Ott CS471 of USGS type, have
a compressor (green unit, left) located in the measurement hut.
Each compressor is connected to a nozzle (right) via a plastic
pipe. Two nozzles are used at the bottom of the well, and one
nozzle is located close to the bottom outside of the well. The
original black nozzles corroded rapidly in the salty water and
were replaced by the ones located just above (manufactured in
copper) in October 2016 (see also Fig. 5).

(Fig. 3, also called bubblers). Now in July 2019 there
are also one laser (Fig. 4) and two more radar sensors
installed in the well for quality assessment of the offi-
cial data (Fig. 5).

The Campbell CS476 radar is our main sensor and
is in the following referred to as CS476. The pneumatic

sensors (bubblers) are offered with different accuracy.
The type used are by the manufacturer Ott referred to
be of USGS type (possibly because they fulfil requests
from the United States Geological Survey). The three
pneumatic sensors are in the following referred to as
USGSI1, USGS2, and USGS3. The bubbler USGS3,
originally mounted outside the well, was taken out of
operation on 17 April, 2019. This sensor is discussed
further in the next section.

The laser sensor was installed 29 April 2016
(Borjesson et al., 2016). A reflector is floating in a
pipe and its surface is above the actual sea level.
The reflector used up to 13 September 2017 was
9 mm above the sea level. Thereafter, a new improved
reflector was installed. Its reflecting surface is 11 mm
above the sea level. These corrections have been taken
into account when presenting the results. For more
details about the laser, see Micro-Epsilon (2016).

The VEGAG61 radar is similar to the sensors used in
the Swedish observational network operated by SMHI.

Fig. 4: The laser sensor is mounted on the inside wall of the well.
A reflecting target is floating on the sea surface inside the pipe.
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Fig. 5: Design of the tide gauge well. The official sensors are
the Campbell radar CS476, mounted at the top in the centre and
the three USGS bubblers. The pink circles denote temperature
sensors, for the air and the water inside the well (T1 and T2)
and outside of the well (T3 ad T4), and in the insulation layer
of the well (T5-T7). The inner diameter of the well is 1.4 m.
The insulation in the walls is 30 cm and the thickness of the
outer concrete rings is 15 cm, resulting in an outer diameter of
the well of 2.3 m.

The radar signal is propagating in a vertically mounted
circular waveguide. It has been acquiring data since
1 December 2016.

The VEGAG64 radar was installed more recently
in order to investigate any possible differences due
to multipath effects compared to the main sensor, the
CS476 radar. The VEGAG64 radar is operating in a
higher frequency range, 76-80 GHz. It has a lens horn
antenna which implies a more narrow beam angle.
The full width half power beam width is 3.0° compared
to the CS476 that has an 8° beam angle. It has acquired
data from 14 September 2018.

The sketch shown in Fig. 5 gives an overall impres-
sion of the design and the approximate locations of the
sensors and Fig. 6 depicts the present setup of sensors
in the well. In the next section we compare the four
official sensors and the laser sensor.

Fig. 6: The sensors in the well. The plastic tubes to the bubbler
sensors goes into the water to the left just outside of the photo.
The photo is taken on 23 August 2018.

Finally, it shall be mentioned that an additional
tide gauge station is operated at the observatory us-
ing GNSS technology. It has been acquiring data since
2011. This station is primarily used to investigate dif-
ferent analysis methods in the processing of GNSS data
and the results are for example compared to the official
station presented in this paper. For more details on the
GNSS tide gauge station and its results, see Lofgren
et al. (2014); Lofgren and Haas (2014); Hobiger et al.
(2014); Strandberg et al. (2016, 2017, 2019).

Fig. 7: The official time series, based on the CS476 radar sensor,
is available from the SMHI web page. The sea level variations
at Onsala are mainly caused by weather, and not by tides. The
highest sea level measured so far, approximately +1.5 m, was
during the storm Urd in December 2016.
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3 Observational results

The official time series, based on the CS476 radar
sensor, from the start in June 2015 until the end of
June 2019 is shown in Fig. 7. Using these four years
of data we estimate a linear trend of —1.4 cm/year
(the red line in Fig. 7). The expected long term trend
should be close to zero, because both the land uplift
as well as the global sea level have been estimated to
be slightly above 3 mm/year (BKG, 2018; Nerem et
al., 2018). The negative value obtained for this time se-
ries is mainly due to the low sea levels observed during
the first half of 2018. This illustrates the need for sta-
ble long time series of observations in order to assess
any changes in climate related parameters. The inter-
national standard averaging period to calculate a sin-
gle data point when monitoring a climate parameter is
30 years. This was decided at a meeting in Warsaw in
1935, at which the directors of most national meteoro-
logical institutes took part (Fgrland et al., 1992).

An example of sea level observations with the radar
CS476 and the laser showing the short term variations
during the month of December 2018 is presented in
Fig. 8. The corresponding differences are shown in
Fig. 9. For this month the bias (radar — laser) is 3.8 mm
and the standard deviation of the differences is 4.3 mm.

Monthly biases and SDs between the radar and four
other sensors have been calculated from samples with
the temporal resolution of 1 min and are summarised
in Table 1.

Table 1: Monthly biases and standard deviations between the
radar sensor and the other sensors
Radar CS476 Monthly bias Monthly standard deviation

VS. (mm) (mm)
Laser 3- 4 2- 5
USGS1 1-10 2-5
USGS2 1- 9 2- 6
USGS3 6-14 2-14

Biases are caused by uncertainties of the reference
level of the sensors, plus the salinity and temperature
determining the density of the water for the USGS bub-
blers, multipath effects for the radar, and an uncertainty
of the reference level of the floating reflector for the
laser. In terms of their monthly biases it is clear that
the laser and radar show superior stability compared to
the bubblers.

Fig. 8: Sea level observations at Onsala during December 2018.

Fig. 9: Time series of the difference between the CS476 radar
and the laser sensor.

The USGS3 bubbler, mounted outside the well is
expected to show a larger variability given that the well
acts as a low-pass filter. However, we have noted, apart
from just looking at the SDs, that a systematic neg-
ative bias sporadically occurs, compared to the other
sensors. We have no obvious explanation for this be-
haviour and as mentioned above the sensor has been
taken out of operation on 17 April, 2019.

4 Vertical control

Given the importance of monitoring the sea level with
the highest possible accuracy, levelling of reference
markers has been carried out (at least) annually. Fig. 10
depicts the area close to the tide gauge station includ-
ing the reference markers. In order to illustrate the
stability of the tide gauge station the levelling results
of the reference marker 827d are summarised in Ta-
ble 2. This marker is the one most easily accessible,
and is therefore the most frequently measured, of the
markers located inside the well. We note that the stan-
dard deviation of these levelling results is 0.3 mm.
The most recent levelling results were documented by
Heep (2018).
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Fig. 10: Sketch of the area around the tide gauge station. Mark-
ers 820, 821, and 822 are steel markers mounted in the bedrock.
Marker 826 is on the pipe protecting the plastic tube to the nozzle
of an old bubbler, taken out of operation in June 2015, markers
827a, b, ¢, and d are on the upper side of the mount for sensors
in the well, and marker 828 is on the bubbler outside the well.

Table 2: The levelling results of reference marker 827d

Date RH2000 vertical coordinate of 827d
(m)
2015-08-13 2.4875
2016-08-05 2.4868
2017-06-01 2.4871
2017-07-26 2.4874
2017-08-11 2.4872
2018-08-23 2.4875

5 Conclusions and outlook

We find that the different sensors roughly perform ac-
cording to their specifications. The radar and the laser
sensors appear to be more stable in terms of long term
systematic errors. Therefore, future work will focus on
these two sensors, plus the additional two radar sensors
installed in the well. A possible development may be
that the present primary sensor, the CS476 radar, is re-
placed by the high frequency VEGA64 radar. However,
in order to take such a decision, extensive comparisons
between the laser and the different radar sensors must
first be carried out.
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VLBI-GNSS Collocation Survey at the Ishioka VLBI Station

H. Munekane, M. Umei, H. Ueshiba, S. Matsumoto, T. Wakasugi, S. Kurihara

Abstract We conducted a collocation survey campaign
in November 2018 to determine a local tie vector be-
tween the Ishioka VLBI station and the IGS station
ISHI. In order to estimate the VLBI antenna invariant
point (IVP), the azimuth and elevation axes were es-
timated from trajectories of targets installed inside the
antenna cabin. The offset between the azimuth and el-
evation axes was ~ 0.2 mm and the error in the orthog-
onality of the axes was sufficiently small. Finally, we
determined the coordinate of the IVP as the intersec-
tion of the axes, and precisely estimated the local tie
vector between the Ishioka VLBI station and the IGS
station ISHI.

Keywords Local tie vector - VLBI - GNSS

1 Introduction

The International Terrestrial Reference Frame (ITRF)
is constructed by a combination of different sets
of station coordinates provided by the four space
geodetic techniques; Doppler Orbitography by Ra-
diopositioning Integrated by Satellite (DORIS), Global
Navigation Satellite System (GNSS), Satellite Laser
Ranging (SLR), and Very Long Baseline Interferom-
etry (VLBI). In order to achieve this combination,
it is necessary to have relative positions, or local tie
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vectors, between instruments at a collocation site
which has multiple space geodetic techniques.

The Geospatial Information Authority of Japan
(GSI) started the construction of the Ishioka geodetic
station in 2011. The Ishioka geodetic station has two
space geodetic instruments; VLBI and GNSS. The
VLBI observation system at the Ishioka geodetic
station (Ishimoto et al., 2016) is designed for the
next-generation VLBI system called VGOS, which
is promoted by the International VLBI service for
Geodesy and Astrometry (IVS) . The construction
of the VLBI antenna was completed in March 2014,
and the station has participated in the international
observations since 2015. The GNSS station ISHI
has been in operation since 2014, and added to the
International GNSS Service (IGS) network in 2018.

The GSI has so far performed VLBI-GNSS collo-
cation surveys at Tsukuba, Shintotsukawa, Aira, and
Chichijima station in Japan (Matsuzaka et al., 2002)
and contributed to the construction of ITRF. We con-
ducted the collocation survey at the Ishioka geodetic
station in November 2018 in order to provide the local
tie vector for forthcoming ITRF 2020.

2 Observations

Fig. 1 shows a panoramic view of the Ishioka geode-
tic station. Four pillars and a VLBI ground marker are
installed in the station. The collocation survey was per-
formed using these pillars and the VLBI ground marker
for determining the local tie vector between the VLBI
antenna invariant point (IVP) and the reference point of
the IGS station ISHI. The survey was performed from
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Fig. 1: Panoramic view of the Ishioka geodetic station. Four pil-
lars and a VLBI ground marker are arranged around the VLBI
telescope. The IGS station ISHI is installed about 40 m away
from the VLBI telescope. ISK2 is also installed as an auxiliary
for ISHL.

8th to 22nd November 2018. The details of the survey
will be described in the following sections.

2.1 Surveys among pillars/VLBI ground
marker

We measured the horizontal angles, vertical angles
and spatial distances among the pillars and the VLBI
ground marker by a Total Station (TS). Then we
carried out leveling surveys between pillars or the
VLBI ground maker to determine relative heights. In
addition, we conducted GNSS surveys at the pillars 2
and 3, and at a nearby mountain, Mt. Tsukuba in order
to measure the orientation angle of the local frame so
that one may express the survey results in a geocentric
reference frame.

2.2 Surveys between pillars and IGS
station

We measured the horizontal angles and spatial dis-
tances between pillars and the IGS station. Since the
antenna reference point (ARP) of the IGS station is not
directly observable, we averaged the horizontal angles
to the left and the right side end of the choke ring an-
tenna, and used their mean value in the following cal-
culation. Regarding the distance from the pillars to the
IGS station, we first measured a spatial distance from

each pillar to the point closest to it on the bottom of the
choke ring antenna, and then calculated the distance
from the pillars to the ARP using the design value of
the antenna. In addition, regarding the height of ARP,
we measured the height of a point on the bottom of the
antenna with respect to pillars by the leveling surveys,
which may be considered as the height of the ARP.

2.3 Determination of the VLBI antenna
invariant point (IVP)

The IVP of the VLBI antenna is defined as the inter-
section of the azimuth and elevation axes. Its position
should be determined indirectly since it is not directly
observable. For that purpose, we first installed the tar-
gets on the cabin wall. Then we observed the targets
from a TS installed on cabin base, which does not fol-
low the antenna movement (Fig. 2).

We first carried out measurements for determin-
ing the azimuth axis. We set the antenna elevation to
zero, and observed four targets while changing the an-
tenna azimuth by 30 degree from 0 to 330 degree (left
in Fig. 3). Then we carried out measurements for de-
termining the elevation axes. In order to investigate
the dependency of the estimated elevation axes on az-
imuthal direction, we tentatively estimated the eleva-
tion axes at the azimuth of 125 degree and 215 de-
gree. For each antenna azimuth, we observed two tar-
gets while changing the antenna elevation by 10 degree
from O to 90 degree (right in Fig. 3). In total, we ob-
tained 48 target positions for the determination of the
azimuth axis and 40 target positions for the determina-
tion of the elevation axes. Finally, we carried out TS
observations from the TS on the cabin base to the sur-
rounding pillars to determine the positions of the TS.

3 Results

We first calculated coordinates of pillars, the VLBI
ground marker, ARP of IGS, and the targets inside the
cabin in the local frame with least squares adjustment.
Then we fit circles or arcs to the coordinates of the tar-
gets to estimate the azimuth and elevation axes. The
azimuth axis was estimated as a straight line connect-
ing the center of four circles which correspond to the
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Fig. 2: Observations inside the antenna cabin for estimating the
azimuth and elevation axes. The TS was put on the cabin base,
which does not follow the antenna movement.

Fig. 3: Observations of the targets on the cabin wall. We ob-
served the targets from the TS while rotating the antenna azimuth
(left) and elevation (right).

trajectories of four targets. Likewise, the elevation axis
was estimated as a straight line connecting the center
of two arcs which correspond to the trajectories of two
targets. The elevation axes were estimated for azimuth
of 125 degree and 215 degree. The estimated azimuth
axis and two elevation axes are shown in Fig. 4.

We calculated offsets and angles between the az-
imuth axis and two elevation axes (Fig. 5). Offsets
between the azimuth axis and elevation axes for az-
imuth of 125 degree and 215 degree were 0.2 mm and
0.1 mm, respectively. The angles between the azimuth
axis and two elevation axes were 90.0006 degree and
89.9954 degree, respectively.

Finally, we calculated the local tie vector between
the IVP of VLBI antenna and the IGS reference point
in the geocentric frame (Table 1). To confirm our cal-
culation, we independently calculated the local tie vec-
tor with the adjustment software pyaxis (LINZ, 2015).
We found that the differences of the local tie vec-
tors between those by our calculations and those by
pyaxis were negligibly small in practical use though
they slightly exceed the standard deviations of 0.6 mm,

Fig. 4: Red, blue, and light blue dots show the estimated po-
sitions of targets with the telescope rotated around the azimuth
axis, elevation axis at azimuth of 125 degree, and elevation axis
at azimuth of 215 degree, respectively. Red, blue, and light blue
lines represent the corresponding axes.

Fig. 5: Offsets and the orthogonality of the axes. Line colors are
the same as shown in Fig. 4.

0.6 mm, and 0.5 mm for x, y, and z component, respec-
tively.
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Table 1: The estimated local tie vector between the IVP of the
VLBI antenna and the IGS reference point in the geocentric ref-
erence frame.

X(@m) Y(@m) Z(m) Baseline(m)
IVP — ISHI —12.7427 10.8578 —37.0948  40.6976
IVP — ISHI (pyaxis) —12.7408 10.8612 —37.0957  40.6987
A —-0.0019 -0.0034 0.0009 -0.0011
4 Summary

We carried out the collocation survey at the Ishioka
geodetic station in November 2018. The IVP of the
VLBI antenna was determined as the intersection of az-
imuth and elevation axes, which were estimated by the
TS observations of the targets inside the cabin from the
cabin base. We found that the Offsets between the az-
imuth axis and elevation axes are sufficiently small, and
the orthogonality of the axes hold to a high precision.
Then, we successfully estimated the local tie vector be-
tween VLBI and GNSS reference points with sufficient
accuracy. In order to investigate the seasonal variation

of the local tie vector, we will conduct the same survey
in a different season in 2019.
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Progress and Current Status of the VGOS Project at the
Metsahovi Geodetic Research Station

N. Zubko, J. Naranen, N. Kareinen, J. Eskelinen, M. Poutanen

Abstract A new VGOS radio telescope has been in-
stalled during the summer 2018 at Metsihovi Geodetic
Research Station, Finland. The manufacturer has com-
missioned the telescope in 2018-2019. Work on the
antenna control software and communication with the
VLBI Field System is underway. Integration of the sig-
nal chain components is moving forward. A broadband
receiver with a quad-ridge feed horn (QRFH) operat-
ing at frequency range of 2.4 — 14.1 GHz and filtering
and pre-amplifier modules have been manufactured by
IGN-Yebes technology development center. They are
expected to be delivered to Metsdhovi during the fall
of 2019. The DBBC3 and Flexbuff recording system
has been installed and partly tested. Integration of the
signal chain components has been planned for 2019—
2020. Test observations of the complete VGOS tele-
scope system are expected by the end of 2020.

Keywords VGOS - Telescope - Hardware

1 Introduction

The new radio telescope dedicated for the VLBI
Global Observing System (VGOS) has been installed
at the Metsidhovi Geodetic Research Station (Fig. 1).
Metsédhovi station is a key infrastructure of the Finnish
Geospatial Research Institute (FGI) and one of the
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core sites of the Global Geodetic Observing System
(GGOS). It is located in Southern Finland (60.2° N,
24.4° E).

Metsdhovi is one of the few geodetic stations
that has all major geodetic observing instruments co-
located. These include satellite laser ranging (SLR),
very long baseline interferometry (VLBI), global
navigation satellite systems (GNSS), superconducting
and absolute gravimeters, and a DORIS beacon. The

Fig. 1: The VGOS telescope at Metsidhovi Geodetic Research
Station.
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Ministry of Agriculture and Forestry has allocated
a special funding for the renewal of Metsdhovi
instruments and infrastructure during 2012-2018.

The VGOS project in Finland has been started in
the beginning of 2016. It is funded by the National
Land Survey of Finland together with the Finnish Min-
istry of Forestry and Agriculture.

2 Telescope

The 13.2 m parabolic dish antenna has been designed
by MT Mechatronics GmbH. The main technical char-
acteristics of the telescope are described in the Table 1.

The telescope arrived to the site in the middle of
June 2018 and the work on telescope assembling con-
tinued until end of the August 2018. Fig. 2 shows
some phases of assembling the telescope. The man-
ufacturer has commissioned and evaluated telescope
performances during 2018-2019. A site acceptance has
been performed in June 2019. We plan to start our own
telescope tests together with receiver after its arrival
and installation in autumn 2019.

The design of the telescope also includes a steel
pedestal, making it different from other telescopes pro-
duced by the same manufacturer (e.g. telescopes in-
stalled at Onsala or Yebes observatories). Special mea-
sures were taken to provide temperature stability and
its monitoring in the pedestal to ensure the reference
point stability. A system for constant temperature and
humidity control along the pedestal has been installed.
The pedestal’s temperature is monitored with 12 tem-
perature sensors. In the future we plan to use sensor’s
data for the characterisation of the system.

Table 1: Telescope technical characteristics

Title Description

Antenna mount Standard azimuth-elevation type
Reflector optics Cassegrain, ring focus

Diameter of the main reflector [13.2 m

Surf. accuracy of the main refl.|< 0.3 mm rms

Surf. accuracy of the subrefl. |< 0.1 mm rms

Antenna motion

Velocity in Az axis 12 deg/s
Velocity in El axis 6 deg/s
Acceleration in Az axis 2.5 deg/s?
Acceleration in EI axis 2.5 deg/s?

Cable wrap is placed on the ground level of the
pedestal. The Antenna Control Unit together with the
power cabinet are located on the first level (Fig. 3).

3 Signal chain

The telescope will be equipped with a broadband
receiver manufactured by IGN-Yebes technology
development center. Estimated site installation time
is October 2019. The receiver has quad-ridge feed
horn (QRFH), designed to measure both linear po-
larisations at frequency range of 2.1 — 14.1 GHz.
The signal from the receiver will pass trough the
filtering and pre-amplifier modules, each polarisation
component is divided to low (2.1 —5.6 GHz) and high
(3.6 — 14.1 GHz) frequency bands. Then the signal is
transferred over fiber link to the backend located in
the instrumentation room of the station main building.
Before signal digitization it will pass through the filter
bank module, where the signal will be divided to 5
channels (both vertical and horizontal polarisation
components) according to the Table 2.

Table 2: The selected frequencies for the filtering module
IF1 1F2 1F3 IF4 1F5
GHz GHz GHz GHz GHz
2.1-4.0(3.6-7.6|4.6-8.6|7.6—-11.6/10.6—14.1

The digital backend is DBBC3, produced by Hat-
Lab Tuccari et al. (2017). It has been installed in in-
strumentation room and its testing is planned after the
receiver installation. A Flexbuff system will be used for
signal recording.

An upgrade to internet fiber connection is planned,
so data can be e-transferred with high speed to the cor-
relator.

4 Future plans

The integration and testing of the complete signal chain
together with telescope is planned for the 2020. After
successful test of our complete system we expect to
join VGOS network observations in test mode.
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Fig. 2: Telescope construction.

Fig. 3: First level of the pedestal with ACU and other equipment.
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Abstract Twelve institutes from eight different coun-
tries have teamed up in the JUMPING JIVE project,
currently financed by the Horizon 2020 Framework
Program of the EU for four years. The project is led
by JIVE, the Joint Institute for VLBI ERIC, located in
Dwingeloo (the Netherlands). The Technical Univer-
sity of Munich with the Geodetic Observatory Wettzell
participates in this project integrating monitoring sys-
tems for global VLBI interfaces. Existing techniques
were analyzed and compared. A test setup was im-
plemented selecting the best-rated solution. It was in-
stalled at the Wettzell observatory. The current status of
the monitoring task with a focus on gathering seamless
auxiliary data is described here, which is also a benefit
for the IVS Task Force of Seamless Auxiliary Data.
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1 Introduction

In 2014, the TVS task force for seamless auxiliary
data was founded during the IVS General Meeting in
Shanghai. Goal of this group is to define data which
are currently available only in session log files but
would be permanently required for analysis. But be-
fore the selection of data could be done, a framework
had to be created to communicate, store and archive
such data on a centralized monitoring system. As task
8 of project "Jumping JIVE” (see JIVE, 2019) about
centralized real-time monitoring of the EVN supported
by the Technical University of Munich ideally fed also
for seamless auxiliary data, the infrastructure was ex-
tended. A well tested version is now available and un-
der test with the O’Higgins antenna (Antarctica), the
antennas of the Wettzell observatory (Germany), and
partly with AGGO in La Plata (Argentinia).

2 Technical implementation of the
monitoring system

The monitoring system consists of two data streams:
one uses dynamical web pages from a web server on
the NASA Field System PC (see other paper), the other
is based on mechanisms of the professional monitoring
system ZABBIX. Sites can individually decide which
streams they want to support.

If the general data set from the NASA Field System
is supported (offering 110 parameters from the NASA
Field System shared memory in real-time), the sta-
tion staff must install and configure the e-RemoteCtrl
server using predefined HTML templates dynamically
filled by the server. No additional program, like a web
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server, is required. It only supports the passive moni-
toring without any commanding interface. The config-
uration (e.g., port or update rates) can be made indi-
vidually at each site. All template files can be adapted
by station staff to prepare them for individual require-
ments, as long as the standardized tags are used which
identify the value items. The dynamical updating of the
web pages is then done by the server. It is suggested
that all antennas at least support this stream.

If additional system parameters should be moni-
tored, the use of ZABBIX agents and a proxy server
is suggested. Zabbix is a monitoring platform support-
ing the collecting and presentation of monitoring data
(Zabbix, 2018). A ZABBIX agent runs on different
platforms and collects data such as CPU, memory, disk
and network access (Zabbix, 2019). Agents can even
run on platforms with limited resources. Agents can be
active, getting a list of value items to be monitored and
sending the values actively to a central server. They can
also be configured to be passively waiting for value re-
quests and replying with current data.

ZABBIX agents already include a set of items, like
network status with number of transmitted bytes or er-
rors, CPU load, memory use, disk volumes, process
status, file information, text logs, or operating system
details.

A ZABBIX proxy acts like a central monitoring
server collecting data from different ZABBIX agents.
Data are buffered locally to be requested by a ZABBIX
server at the monitoring center. ZABBIX proxies are
the key technology to distribute data from an antenna
site to a central monitoring archive.

Additionally, proxies can use SNMP calls to re-
quest data from specific devices, like UPS, rack cool-
ers, and so on. Therefore, ZABBIX offers a huge set of
possibilities already include.

3 Connection to a seamless auxiliary
data archive

Currently, the first productive system for a seamless
auxiliary data archive is installed at the Wettzell obser-
vatory. Due to security restrictions of the different sites,
only direct one-to-one Secure Shell (SSH) connections
between a site-specific PC and the central monitoring
server e.g. at Wettzell observatory are allowed. Stations
get an SSH key file and an individual user account.

Additionally, a Linux script ’autossh_run.sh” is of-
fered, which establishes a secure SSH connection be-
tween the site-specific PC (e.g. the NASA Field Sys-
tem PC or a separate monitoring PC) and the ZABBIX
server at Wettzell using the SSH key (see Fig. 3). The
script also keeps the connection alive or reestablishes
it after a blackout or failure situation. The SSH com-
munication is used for the creation of reverse tunnels
from the ZABBIX server to a site-specific PC which
are used for the transfer of monitoring data. Each site
is allocated with an individual HTTP port and an indi-
vidual ZABBIX port as end-point of the tunnel on the
ZABBIX server.

On the central monitoring server itself, scripts fetch
a copy of the web pages from the NASA Field System
PC via the HTTP-tunnel (usually each second) and ex-
tract all related values from the pages using the prede-
fined, standardized tags. If individual, site-specific tags
are used, specific scripts can be used. The programs
send the extracted values dynamically to the ZAB-
BIX server and into the database. The ZABBIX server
also uses the site-specific proxy via the ZABBIX port
to request additional monitoring data. To simplify the
monitoring of additional data, station staff must create

Fig. 1: Connecting site monitoring to a centralized monitoring
archive.
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own templates for ZABBIX hosts (monitoring control
points), so that hosts and corresponding presentations
can directly be uploaded to the central ZABBIX server.
The timing of these requests is defined via the ZABBIX
server web page.

An additional script ”ZabbixAPLpy” on the server
machine reads required seamless auxiliary data from
the ZABBIX database and copies them into daily files
(one per item). These files are organized with direc-
tories based on year, month, antenna name, and sen-
sor name. Current tests extract temperature, humidity,
and pressure. The internal structure of each file is very
simple. It contains the ZABBIX item identifier which
should never change, UTC clock in Unix time, UTC
clock in regular UTC, and the value for that time stamp
(see Fig. 2).

Fig. 2: Extracted seamless, auxiliary data of one sensor.

4 Using the seamless auxiliary data
archive

To use data from the archive, a user account and a web
page account is necessary. It can be requested from the
administrator of the archive. The web page account can
be used to access the ZABBIX web pages (see Fig. 3).
They offer plots, charts and screens with historic data
for the last three month. The idea is to offer a fast way
for plotting and diagnosing specific system situations
and behavior.

The user account can be used to download files
archived on the file system. The idea behind is to of-
fer a simple way to get a whole collection of data for a
longer time period for analysis.

Fig. 3: ZABBIX web interface to seamless auxiliary data
archive.

5 Joining and supporting the seamless
auxiliary data archive

A first technical solution for continuous data acquisi-
tion is now available with the system described. There-
fore, both antennas and analysts should now start to
join and support the archive.

On the one hand, stations should install at least the
e-RemoteCtrl software and the SSH-communication to
send in data in real-time. If additional sites will parti-
cipate, developers and administrators can test the sys-
tem and communication under different circumstances
over world area networks. On the other hand, analysis
centers should discuss requirements to define specifi-
cations especially about:
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e which parameters are required for analysis tions lead to different issues. The idea is now to moti-
e which time intervals are required vate antenna sites and analysts to participate.
e which format is required in best case
e which stations can and will participate Acknowledgements This project has received funding from the
e which station log books with meta-data are useful ~ European Union’s Horizon 2020 research and innovation pro-
° gramme under grant agreement No 730884 - JUMPING JIVE.

Any support is welcome!

6 Conclusion and outlook

The system is under test with the Wettzell antennas
on a final productive server. There is a continuous im-
provement because different computer network situa-
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Remote Access to the NASA Field System via Web Browser

A. Neidhardt

Abstract Remote control offers advantages for opera-
tion of VLBI radio telescopes. Night shifts and week-
end shifts can be operated remotely. Engineers win the
ability to support student operators or fix failure situ-
ations from home. Operation centers can monitor im-
portant health states. Using the remote control software
”e-RemoteCtrl” for the NASA Field System, remote
control and attendance have been possible for years.
During the past years, “e-RemoteCtrl” was extended
with a rudimentary, integrated web server. Therefore,
operators are now able to access the Field System pa-
rameters via web browser. 110 parameters are accessi-
ble and can be extended with individual station-specific
values.

Keywords Remote access - Operation - Web server

1 Introduction

A new browser-based access to the NASA Field
System was shown at the IVS General Meeting in
Longyearbyen, Spitsbergen, Norway. Since then, the
software has been continuously updated and bugs
were fixed. Currently, tests are ongoing to use it
for O’Higgins, Antarctica and AGGO in La Plata,
Argentinia.
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2 Current version of web front-end

The browser-based monitoring uses the e-RemoteCtrl
environment developed during the NEXPReS project
funded by the European Union (see Ettl et al., 2012;
Neidhardt, 2017). The original remote access is
extended with an elementary web server thread which
is part of e-RemoteCtrl. It just supports the needs
of remote monitoring of Field System data. It reads
template files and dynamically replaces specific tags
with corresponding data. The server behavior can be
adapted by changing the configuration file.

The web pages can be used with a standard web
browser (tested are Chrome, Firefox, and Internet Ex-
plorer) all over the local network when connecting
to the HTTP port of the e-RemoteCtrl server on the
NASA Field System PC. All pages are automatically
updated according to a predefined timing.

The following web pages are currently supported:

System Status Monitor

Mark5 Remaining Capacity

System Temperatures

Log

Webcam (requires correct settings in the configu-

ration file)

e Antenna (requires adaption of the e-RemoteCtrl-
specific station code)

e Station Monitoring (requires regular updates of
station-specific HTML file)

o Phase Cal Monitoring (for Mark4 systems)

Standard settings offer a web monitoring port 8080.
A controlling port 8081 is under development. One can
get the latest release of the software from Wettzell ob-
servatory. It also supports the IVS task force for seam-
less auxiliary data (see separate paper). Secured Inter-
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Fig. 1: Web-based extension of e-RemoteCtrl software and corresponding web front-end.

net access via HTTPS from all over the world is addi-
tionally supported using a centralized monitoring in-
frastructure currently located at Wettzell observatory
(see separate paper).

Fig. 1 shows an overview of the new web-based ac-
cess.

3 New elements of the front-end

Keeping the general structure and also the pure, el-
ementary HTML with only some Javascript sections,
some extensions were made. The Mark5 Remaining
Capacity frame now shows a volume bar graphically
presents the fill state of the modules. It changes from
green to red if a fill state of more then 97 percent is
reached and directly works as a notification. The Phase
Cal Monitoring frame is not anymore part of the shown
elements in the standard installation because it is just
available for older Mark4 systems or systems support-
ing that feature in the NASA Field System.

Additionally, a demonstration of the Station Mon-
itoring frame was created at the 20m antenna of the
Wettzell observatory. A shell script fetches station-
specific monitoring data, like dewar information,
frequency offsets between maser or local time and
frequency distributors and some master clocks, and
counter values for GPS minus fmout and Mark5 fre-
quency delays. The shell script is activated as a cronjob
each minute, reads all data and echos corresponding
HTML structures to the Station Monitoring web page.
The shell script also interprets values against trigger
levels and colorizes such values with color codes if
they are out of defined limits. Each antenna must create
and update its own Station Monitoring page. It can
also be used for antenna monitoring data if the station
code of e-RemoteCtrl should not be programmed.

For further processing on centralized system moni-
toring servers, individual values in the station-specific
section should be tagged with characterizing identifiers
in the same style as the official values.

Very useful is the already existing classification of
NASA Field System errors with different color codes to
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separate between warnings and real errors in the Log
section. Warnings in this case classify situations with
reduced data quality. Errors are issues with no or bro-
ken data recordings. The severity level can be defined
in the configuration file of e-RemoteCtrl.

4 Conclusion and outlook

The current web interface is permanently used by op-
erators of the VLBI telescopes of the Wettzell obser-
vatory. Web pages are also accessible from the Inter-
net as copies on a centralized monitoring server of-
fering a regular web browser without direct access to

the individual NASA Field System PC. Current student
project at the Technical University of Munich imple-
ment a more sophisticated version of the web pages
especially for mobile devices.
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Space Low-Frequency Radio Observatory and the Earth-Moon

VLBI Experiment

W. Zheng, T. An, J. Zhang, L. Liu

Abstract A Space Low-Frequency Radio Observatory
project is proposed. It aims at high resolution obser-
vations of the compact radio sources, e.g. black hole,
pulsar, exoplanets, etc. The project plans to send two
30 meter-diameter radio telescopes to the earth ellip-
tical orbit. The space telescopes could work together
with the earth-based VLBI (Very Long Baseline In-
terferometry) network, Square Kilometre Array (SKA)
and Five-hundred-meter Aperture Spherical radio Tele-
scope (FAST) to achieve high resolution and sensitiv-
ity. This paper describes the general mission concept,
the technique parameters and the operational modes.
The major scientific objectives cover broad astronomi-
cal fields. It offers astronomers unique opportunities to
make revolutionary discoveries in the field of exoplan-
ets, pulsars, gravitational wave electromagnetic coun-
terparts, as well as probing the evolutionary history
of the Universe. The unprecedented high resolution
enables the accurate astrometry, allowing for supply-
ing precise localization of pulsars, FRBs (Fast Radio
Bursts), GRBs (Gamma Ray Bursts) at milliarcsecond
(mas) level. In the subsequent China’s Lunar Explo-
ration Project, there will be a chance of the Earth-moon
VLBI experiment. It is possible to place the space tele-
scope in the lunar orbit or on the moon surface in the
future.
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Space VLBI - Earth-Moon VLBI experiment
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1 Introduction

The limitation of the ground VLBI angular resolution
is restricted by the Earth diameter. Given the same
frequency, to get the higher angular resolution, Space
VLBI (SVLBI) is unique choice. SVLBI is a tech-
nique in which an array of space radio telescopes or
an array of ground radio telescopes observes a source
in conjunction with one or more orbiting radio tele-
scopes (Ulvestad, 1999). It can employ Space-Earth
baselines or Space-Space ones to get the better uv cov-
erage and higher angular resolution. After the first gen-
eration SVLBI projects of VLBI Space Observatory
Program (VSOP) and RadioAstron, there are consider-
ations of the next generation SVLBI with more space
telescopes, more big space antennas to get the better uv
coverage and sensitivity. The observation frequency is
more focused on millimeter band and cm-dm band or
even lower (Gurvits, 2019).

The earth-based Chinese VLBI Network (CVN)
plan to extend to the space in the future and there
are several proposals. One proposal is the Space
Low-Frequency Radio Observatory, which is proposed
to image the fine structure of compact celestial objects
such as black hole, pulsar and so on. It offers as-
tronomers unique opportunities to make revolutionary
discoveries in exoplanets, pulsars, gravitational wave
electromagnetic counterparts, and to probe the evo-
lutionary history of the Universe. The unprecedented
high resolution enables the accurate astrometry,
allowing for supplying precise localization of pulsars,
FRBs, GRBs at mas level. The mission plans to
launch two 30 meter-diameter radio telescopes into
an earth elliptical orbit, and works together with the
earth-based VLBI network, Square Kilometre Array
(SKA) and Five-hundred-meter Aperture Spherical
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radio Telescope (FAST) to get very high resolution
and very high sensitivity. The low frequency obser-
vatory will carry out observation in radio band from
30 MHz to 1.7 GHz. In the subsequent China’s Lunar
Exploration Project (CLEP), there will be a chance of
the Earth-moon VLBI experiment, using the antenna
of the lunar orbit Tracking and Data Relay Satellite
(TDRS) to construct the first Earth moon space VLBI
experimental system. Because the Earth-moon VLBI
baseline is over 300 km, the experiments of astrome-
try, astrophysics and the deep-space tracking will be
carried out. After this, a 10 m level radio telescope is
planned to be constructed on the moon surface in the
future by the astronaut.

2 Space Low-Frequency Radio
Observatory

Over the past half a century, SVLBI has unique ap-
plications in high-resolution imaging of fine structure
of astronomical objects and high-precision astrometry,
owing to the key long space-Earth or space-space base-
lines beyond the Earth’s diameter. China has been ac-
tively involved in the development of space VLBI in
recent years.

Supported by the Strategic Priority Program on
Space Science, CAS, the researches of the space mm-
wavelength VLBI array (SMVA) has been carried out
since 2012. SMVA, the long mm-wavelength space
VLBI including two 10 m space telescopes working at
frequencies up to 43 GHz. These two telescopes will
obtain observations together with ground telescopes to
achieve a highest resolution of 20 micro-arcseconds
(uas). The main motivation is to obtain a better under-
standing of AGN (Active Galactic Nuclei) jet physics
and the emission structure around the supermassive
black holes (SMBHs) (Hong et al., 2019). Despite im-
portant progress, some technical challenges in the area
of space millimeter waves remain difficult to overcome
in the short term.

Because many unique scientific studies can be done
in the low frequency, including studies of the early Uni-
verse and cosmological structure formation, directly
resolving the SMBH binaries, precise positioning and
distance measurements of pulsars and other transients,
etc. The suitable space environment is beneficial to
low-frequency space radio research and technologies,

Fig. 1: Space Low-Frequency Radio Observatory with two
30 meter parabolic antennas.

low frequencies are easier to achieve than high frequen-
cies.

With the completion of Five hundred meter Aper-
ture Spherical Telescope (FAST) and the imminent
start of the Square Kilometre Array phasel (SKA1),
we have entered a new era. The establishment of a gen-
eralized space low-frequency space radio observatory
can achieve high sensitivity and high resolution in both
low-frequency bands with the help of large ground-
based low-frequency telescopes such as FAST, SKA,
GBT (Green Bank Telescope) and space VLBI tech-
nology.

The Space Low-Frequency Radio Observatory
(SLRO) involves launching dual space telescopes with
diameters of 30 m into large elliptical orbits with
heights between 2,000 km and 90,000 km, working
with FAST, SKA, GBT, it will allow imaging of
the ultra-low frequency radio sky at unprecedented
high resolutions (0.4 mas at 1.67 GHz and 20 mas at
30 MHz) and with high sensitivity at the sub-mJy level
(An et al., 2019).

2.1 Major scientific goals

Compared with previous space VLBI program, the
baseline sensitivity of the present Space VLBI mission
increases by a factor of 10 or higher owing to adding
the newly constructed giant ground telescopes, (e.g.,
FAST, SKAL1), and the resolution is 10 times higher
than ground-only VLBI network below L band. The
combination of two space telescopes significantly im-
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Fig. 2: Major scientific goals and their corresponding observation frequencies.

proves the uv coverage on space-ground baselines, and
thus increases the image performance. We expect to
detect weak and compact population of Galactic (e.g.,
radio stars, pulsars) and extragalactic radio sources
(e.g., radio quiet AGN) which are not well known
yet. The space VLBI at the 30-300MHz frequency
range will open a new window to observe the radio
emission from Jovian-type exoplanets, marking an
important step in exoplanet studies, and also offers an
opportunity to observe the total power spectrum of
EoR and Cosmic Dawn. The Major scientific goals
and their corresponding observation frequencies are
listed in Fig. 2.

2.2 Mission concept

The space low frequency radio observatory consists
of two space radio telescopes each equipped with a
30 meter antennas. The main parameters of the mis-
sion are listed in Tab. 1. The observatory will carry
out space-ground, space-space VLBI and single dish
space based observations. Besides the space radio tele-
scope, a Space VLBI scientific data center will be built
in the Sheshan campus of Shanghai Astronomical Ob-
servatory. The planned construction period is 7 years
and is divided into 2 stages. In the first stage (5 year),
the first satellite will be delivered in orbit to carry out
single dish and space-ground VLBI observations. Also
the ground facility will also finish construction in this
stage. In the second stage (2 year), the second satellite
will be in operation.

-

Fig. 3: Earth-moon VLBI experiment.

2.3 Operational modes

Three operational modes are summarized as follows:

o Space-ground VLBI. Unprecedented super VLBI
network: two space-based VLBI Stations plus
large ground telescopes (SKA1, FAST, QTT, etc.).
New window (30 —300 MHz) for space VLBI.

e Space-space VLBI (single baseline). Space-
based VLBI, long integration time, fast response
of super-burst of OH masers, auroral radiation
from extrasolar systems.

o Space-based single dish. EoR power spectrum,
pulsar timing array, etc.

2.4 Key technologies

The construction and operation of large space ra-
dio telescopes are of huge challenge for Chinese
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Table 1: Main parameters of the mission.

Parameter Setting

Antenna size 30 meter

Orbit height 2,000 km - 90,000 km
Inclination angle 28.5°

Frequency configuration 30 MHz, 74 MHz, 330 MHz, 1.7 GHz

Weight
Resolution
Sensitivity
Ground Station

1.5 ton per satellite

20 mas (30 MHz), 8 mas (74 MHz), 2 mas (300 MHz), 0.4 mas (1.7 GHz)
sub-mly (baseline, 10 min integration), 1 mJy/beam (image, 1 hour, 1.6 GHz)
FAST + SKA + other large VLBI antennas

Fig. 4: Fringes of rkO1yv, RA-Spekr-R antenna on board; WB-
WSTRBORK, AR-ARECIBO. C-band VLBI observation.

astronomers and engineers. As a result, experts in dif-
ferent fields must work together to overcome various
kinds of difficulties. In particular, we summarize the
key technologies involved in current low frequency
radio observatory.

e Large diameter space antenna production and in
orbit calibration.

e Large inertia space telescope fast maneuver and
stabilization.

e Low frequency space telescope electromagnetic
shielding.

e Low frequency VLBI coordinated observation.

3 Earth-moon VLBI experiment

In the subsequent China’s Lunar Exploration Project,
there will be an Earth-moon VLBI experiment, using
the relay antenna of the lunar orbit Tracking and Data

Relay Satellite (TDRS) and CVN ground antennas to
construct the first Earth moon space VLBI experimen-
tal system. We hope using the earth-moon VLBI sys-
tem to verify the key space VLBI technology. Because
the Earth-moon VLBI baseline is over 300 km, the
experiments of astrometry, astrophysics and the deep-
space tracking will be carried out. After this, a radio
telescope is planned to be constructed on the moon sur-
face in the future by the astronaut. The main parameters
of the experimental SVLBI are:

e Antenna diameter: 4.2 m

e Band: X

e Orbit: 200 km x 8,500 km

e Length of baseline: 400,000 km

With the support of Astro Space Center (ASC) of Lebe-
dev Physical Institute of Russian Academy of Sciences
(RAS), we have obtained the space VLBI fringe of Ra-
dioAstron observation data using CVN correlator. To
process the RadioAstron space-ground baseline data,
CVN correlator updates the delay model and the data
format of RDF (RadioAstron Data Format).

We have processed the data observed on 2014
(code: rkOlyv) and obtained fringes (Fig. 4).

4 Conclusions

In the era of FAST and SKA, the low frequency radio
astronomy will be the new frontier. Space VLBI is the
future direction of CVN. A proposal of a Space Low-
Frequency Radio Observatory with two 30 m space an-
tennas has been put forward.

Space VLBI is the future direction of CVN. The
low-frequency radio observatory will achieve both high
sensitivity and high resolution, and are expected to
make innovative achievements in early cosmology, su-
permassive black holes, and more. To advance this
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project, we hope to conduct technical verification in the
subsequent lunar VLBI project.
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An Artificial Radio Signal for VLBI Satellite Tracking

A. Jaradat, F. Jaron, A. Nothnagel

Abstract It has been shown that VLBI observations
of satellites orbiting the Earth bear the potential of im-
proving the frame-ties between terrestrial and celestial
reference frames. A dedicated satellite mission, how-
ever, is currently not in orbit yet nor is there any satel-
lite emitting a radio signal which is optimal for the ob-
servation with VLBI. Here we review the technical fea-
sibility of the generation of a broad-band noise signal,
its amplification, and emission. We find that a satel-
lite could be equipped with the necessary instrumenta-
tion with relatively low power consumption. This could
make it an interesting option, e.g., for GNSS satellites,
thus enabling co-location in space.

Keywords VLBI transmitter - Satellite - GNSS

1 Introduction

Observing Earth satellites with ground based VLBI is
of increasing interest for geodetic applications. The
reason for this is that it has been shown that including
satellite observations into geodetic VLBI sessions can
improve the frame ties between celestial and terrestial
reference frames, see Fig. 1 (Anderson, 2015) and
Fig. 2 (Plank, 2013).
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Fig. 1: VLBI observations of Earth satellites fill the missing
direct link between the celestial reference frame and the dy-
namic reference frames of satellites. Figure taken from Anderson
(2015).

Several experiments have been made to observe
GNSS satellites with VLBI radio telescopes by Haas
et al. (2014); Tornatore et al. (2014); McCallum et al.
(2016), but neither the frequency setup nor the sig-
nal power was adequate to the usual VLBI observing
mode and caused a number of problems. Furthermore,
Hellerschmied et al. (2016) observed Cubesat which
was too fast so that the tracking caused problems and it
only had DOR tone emission which is problematic for
VLBI post-processing and analysis.

In the time of writing there is not any satellite mis-
sion in orbit which has been designed for the purpose
of being observed with VLBI.

2 Link budget

In order to be suitable to be observed by geodetic
VLBI, the transmitted signal should be similar to the
radiation of a quasar in terms of spectrum and intensity.
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Fig. 2: Principle of a space tie. A satellite is tracked simulta-
neously by different space-geodetic techniques, realizing a plat-
form for co-location in space. Figure taken from Plank (2013).

In other words, the spectrum has to be as flat as possi-
ble and it should cover a frequency range from 2 to
14 GHz to be suitable for both legacy S/X observations
and the upcoming VGOS. Furthermore, a trade off has
to be done for the received intensity. On the one hand,
the received intensity has be similar to a typical quasar,
in order to avoid any change in the attenuation level at
the telescopes. On the other hand, since the satellite is
moving, the integration time has to as short as possible,
thus, the received intensity has to be relative large. The
initial assumption could be ~ 1 —10Jy.

In order to compute the intensity of the transmitted
signal, the link budget has to be calculated, which is
the total gains and losses of the signal intensity from
the transmitter to the receiver, which consist mainly of
the the antenna gain and path losses (free path loss and
atmospheric attenuation) as shown in Fig. 3:

Transmitted signal = Received signal — Antenna gain

ey

+ Path losses.

Signal consideration: The received signal which
will be studied here has 10 Jy intensity, emitted by a
GNSS satellite (20 000 km altitude), and received by a
13 m antenna (VGOS standard) at 5° elevation angle.

Antenna gain: The parabolic antenna gain is given
by (Stutzman and Thiele, 2012)

J\2
Antenna Gain = 1010g10k(ﬂ7) , 2)

where A is the signal wavelength, d is the diameter
of the antenna, and k is the efficiency factor, which

we assume to be k = 0.5 here. The antenna gain of
Eq. (2) is plotted in Fig. 4 for different wavelengths
(1=15,3.8,2.1 cm, i.e., frequencies v = 2,8, 14 GHz).

Path losses: While the signal travels from the
satellite to the antenna, it suffers from intensity atten-
uation due to free path loss (FPL) and atmospheric
attenuation.

The FPL can be thought of as the signal spreading
out as an increasing sphere. As the signal has to cover
a wider area, conservation of energy tells that the en-
ergy in any given area will reduce as the area covered
becomes larger. It could be calculated using the follow-
ing expression (Anderson, 2003):

FPL = 32.44 +2010g,o(Fap2) + 2010g,o(Din).  (3)

Here F is the frequency in MHz and D is the dis-
tance between the satellite and the antenna in km. In
the worst case, while the elevation angle € is 5° the dis-
tance will be 25040.4 km.

Atmospheric attenuations are estimated accord-
ing to the ITU recommendations (ITU, 2016). With as-
suming that the total path length between antenna and
clouds as source of rain is 5 km in the zenith direction,
which will be 57 km at elevation down to € = 5°, and
with standard atmospheric conditions, surface pressure
at sea level of 1013 hPa and humidity of 7.5 g/m?. Fig-
ure 5 shows the attenuation due to the dry and the wet
parts of the atmosphere.

Fig. 3: The change of the signal intensity with distance and an-
tenna gain during propagation a signal from a satellite to a tele-
scope (Link budget).



An Artificial Radio Signal for VLBI Satellite Tracking

101

Fig. 4: Parabolic dish antenna gain at different frequencies and antenna diameter.

Fig. 5: Atmospheric attenuation per kilometer.

3 Instruments

To generate such a signal, a noise generator could be
used, i.e., a noise diode. The intensity of the noise
diode signal is defined by ENR (Excess Noise Ratio),
which shows how much the noise source is above ther-
mal noise in its power. Thus, the intensity can be ap-
proximated by adding the ENR to a typical thermal
noise level of —204 dBW/Hz. The typical ENR of a
noise diode is between 10 and 20. Thus, an amplifier is
needed in order to generate a signal with the required
intensity (see Table 1). Since the bandwidth of the gen-
erated signal is wide, i.e., ~ 12 GHz, a special kind of
antenna should be used in order to avoid any changes in
the gain, phase center, polarization, and radiation pat-
tern across the band. A log-spiral antenna can serve
these requirements (see Fig. 6).
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Fig. 6: Log-spiral antenna. Figure taken from Johnson and Jasik
(1984).

4 Signal strength

Table 1 shows the link budget results and the minimum
required transmitted intensity considering the proper-
ties of the signal as mentioned in Sect. 2.
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Table 1: Results of the link budget, which shows the total atten-
uation of the signal intensity. Attenuation + received intensity =
transmitted intensity.

Frequency
Gain-Loss 2 GHz| 8 GHz |14 GHz
Elng,i;{efjn;fisny ~260 dBW
l;rse\t;,vpath loss at € = 5° 188 | 200 204
itren:sspjte;g \;ttenuauon 05 | 05 15
dA];‘;f,““a gain _46.5| —58 | —63
Mo ransmitgdinensiv) g | 1175 -117.5

5 Conclusions and outlook

We have investigated a possible signal to be emitted
from a satellite and observed by geodetic VLBI. The
goal of this is to improve the frame ties between ITRF
and IRCF. We define the main characteristics of this
signal to be close to the radio emission from a quasar
in order to be suitable for the observation with geodetic
VLBI. We computed the intensity of the signal, which
could be emitted from a GNSS satellite by computing
the link budget of the signal.

Furthermore, we looked into the instruments which
could be used to generate and transmit this signal.
Noise diode and amplifier could be used to generate
and amplify the signal. A spiral antenna could be a
proper antenna to emit this signal, because it belongs to
the class of frequency independent antennas, which op-
erate over a wide range of frequencies. Further investi-
gations should be done on these instruments in terms of
environmental circumstances and power consumption.

The calculations presented here show that an arti-
ficial noise signal can be generated at the required in-
tensity. This makes it an interesting option to add to,
e.g., a GNSS satellite, thus implementing co-location

in space. Further investigation of the possible emitted
spectrum of the generated signal is needed in order to
find the optimal solution for the entire analysis chain
from correlation to final parameter estimation.
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The Bonn Correlator and VGOS Sessions

L. La Porta, W. Alef, S. Bernhart, A. Miskens, H. Rottmann, T. Schdiler, J. Wagner

Abstract The MPIfR/BKG correlator in Bonn has a
long experience in processing IVS sessions and it has
been preparing for handling broadband experiments for
years. We would like to give an estimate of our current
capabilities for a sustainable VGOS duty cycle.

Keywords VGOS - Correlation

1 Introduction

The Bonn correlator is operated jointly by the Max
Planck Institute for Radio Astronomy (MPIfR) in
Bonn and by the Federal Agency for Cartography and
Geodesy (Bundesamt fiir Kartographie und Geodaisie,
BKG), with the support of the Institute of Geodesy and
Geoinformation (IGG) of the Bonn University. The
MPIfR hosts the correlator facility and shares with the
BKG the costs of the cluster, of most of the staff and
of the Internet connectivity. The IGG contributes to
the connectivity of the cluster and pays one member
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of the geodetic staff. Since January 2017 the personnel
responsible for the correlation of geodetic sessions is
employed by the BKG via a private contractor, the
Reichert GmbH.

An extensive description of the Bonn correlator
personell and activities, as well as technical details for
example concerning the software tools exploited for
post-processing may be found in the IVS Biennial Re-
port (La Porta et al., 2019). Here we will focus on the
information relevant for our considerations.

The Bonn correlator is a Distributed FX software
correlator (Deller et al., 2011). It is installed on a High
Performance Computing (HPC) cluster (see Fig. 1),
which consists of:

e 68 nodes with 20 compute cores each,

e three head nodes for executing more correlations
in parallel,

e 56Gbps Infiniband interconnect between all
nodes,

o 1.5PB of disk space organized in RAID units and
combined in a BeeGFS parallel cluster file system,

e 15 Mark 5 playback units, and 9 Mark 6 playback
units each with four bays (see Fig. 2).

Fig. 1: New HPC cluster at MPIfR seen through a glass wall.
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Fig. 2: View of the Mark 5 and Mark 6 units through a glass wall.

The HPC cluster is connected to the Internet
through two 1-Gbit lines.

2 Our experience with EU-VGOS test
sessions

In March 2018 - upon an initiative of W. Alef - the
Bonn Correlator Center started a collaboration with the
three European stations of Wettzell, Onsala and Yebes,
equipped with both standard S/X- and broadband sys-
tems, to carry out a European VGOS Proof-of-Concept
study (EU-VGOS). We refer you to the Proceeding of
W. Alef for an exhaustive report about the project and
the results achieved so far. Here we will restrict our
discussion mainly to the aspects related to data transfer
and storage.

The aim of the project is to verify the processing
chain for VGOS experiments end-to-end, from the
scheduling to the geodetic analysis of the derived
observables. All parties are learning about and in-
vestigating the various aspects of the project, from
the more technical ones, as system settings and data
recording at the station, to data decoding and corre-
lation, and finally to the post-processing of the data,
i.e. to the fringe-fitting. This is necessary in light of
the forthcoming IVS-VGOS era. In particular, most of
the European stations have different back-end systems
w.r.t. the American sites, and they must rely mostly
on their own resources to debug their systems with
the support of the correlator and of the DBBC team in
Bonn. As an example, these first test sessions revealed
that the VDIF multithreaded files generated via VGOS
broadband systems sometimes show anomalies.

Namely, the threads are not correctly interleaved in
time: for each time tag there should be all threads
present in the file, whereas some threads appear with
a certain delay w.r.t. the others. As a result DiFX’s
decoding buffers can overflow, thus leading to data
loss. The percentage of correlated data decreased by
70 % in the worst cases we experienced. The problem
can be circumvented by reordering the threads in the
raw data file and merging them into a single-thread,
but that extra-step costs time and storage space. As
this work-around is time-consuming and requires
additional storage space, it is unsuitable for routine
operations. J. Wagner is currently implementing a fix
for the issue.

Test observations were performed shortly before
the IVS VGOS-Test (VT) sessions by adopting the
same frequency set-up, thus minimizing both the ef-
fort for the participating stations and the risk to jeopar-
dize the official IVS sessions. Dual polarization obser-
vations were carried out in four 512 MHz wide bands at
about 3 GHz, 5 GHz, 6 GHz and 10 GHz. In each band
8 channels of 32 MHz were sampled with 2-bits, thus
providing an acquisition rate of 8 Gbps. The test ses-
sions lasted 4 hours and included about 150 scans with
a typical duration of 30 seconds, but also targeted 3-4
strong calibrators for which longer scans of about 120
seconds were performed. The amount of data recorded
at each station was of about 6 TB. Assuming to use the
maximal data transfer rate currently available between
each stations and the correlator, i.e. 600 Mbps, it would
take between 1.5 to 4.5 days to complete the transfers
of the raw data to Bonn. In practise, VGOS is not yet
in the production phase in Bonn and we could not ded-
icate our internet connection entirely to the project, so
that it took on average 2 — 4 weeks to fetch all data.

Due to the above mentioned issues with multi-
thread vdif data, we first have to convert the files into
single-thread data. For 6 TB of data that process takes
about half a day on our cluster. The correlating time of
one test session amounts to 2 — 3 hours: the correlator
needs on average 1 — 1.5 minutes to complete one
job (or equivalently one scan). We currently assume
one day for fringe-fitting and DB-creation, but it
could become shorter as we collect experience in
handling the post-processing procedures. In the best
case scenario (i.e. bandwidth reserved for running
transfers in parallel) we may generate a database
within 3.5 days after the observations. In a more
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realistic scenario - geodesy is not the only nor the main
activity at the Bonn correlator - we would transfer the
data of the stations one after the other, but we would
start converting as soon as we get the data and we
could complete post-processing within 6 days after the
observations.

3 Future IVS-VGOS intensive sessions

For 2019 the IVS plans to start VGOS intensive ses-
sions on a regular basis. One option would be to sched-
ule two stations equipped with VGOS systems, for ex-
ample Wettzell and Kokee, for weekly one hour ses-
sions. If we stick to the frequency set-up currently used
in VT sessions and adopt a typical geodetic schedule,
then we would have 15 second on source followed by
30 seconds slewing time, thus leading to about 80 scans
per session for a total of 1.2 TB of data per station. If
we reserved the bandwidth to the transfers of the raw
data, as we usually do for the INT3 sessions on Mon-
days, and performed the transfers with a rate of 800
Mbps for both stations, then it would take about 200
minutes to fetch all data. On the Bonn HPC cluster it
would take 1 hour to correlate the experiment and a
few hours for post-processing and for generating the
database. In conclusion, if observations were carried
out at 7:00 UT we may deliver the dabatase within one
working day.

4 Future IVS-VGOS 24-hour sessions

As an exercise we would like to extrapolate these la-
tency times to 24-hour sessions with a larger number of
participating stations, as in the case of the VT sessions.
It is straightforward to estimate how long it will take
to fetch the raw data with a 2 Gbps line and how much
storage space will be needed. The storage capacity in
Bonn would be sufficient for the time being. There are
various factors, which may affect the correlator per-
formance. For example, the playback rate, but that is
not going to be an issue in Bonn, given that we have
a 56 Gbps interconnection between the nodes. Among
the various factors which may affect the correlator per-
formance, the only limiting one could be the computing
capability. On a HPC with the same characteristics as

in Bonn the computing time increases linearly with the
amount of data to be correlated (H. Rottmann, private
communication).

Let us consider a 24-hour geodetic session (30 sec-
onds on source, for a total of about 580 scans) with 6
stations and an acquisition rate of 8 Gbps. Under these
conditions 16 — 17 TB of data would be recorded at
each antenna. With the present internet connections we
could carry out at most 3 transfers at 600 Mbps in par-
allel (one has to note that a few stations have larger
bandwidth at disposal) therefore it would take approx-
imately 4 days per station to fetch the raw data and a
minimum of 10.5 days to fetch all data for correlation.
If stations opted for sending Mark6 modules instead, it
would take 1 -2 weeks for the data to reach the cor-
relator, based on Haystack’s experience. Moreover, it
would imply having a budget for shipping cost, which
is currently not the case for the Bonn correlator, at
least for geodesy. If we completed the post-processing
within 2 days, then in the best case scenario we would
submit the database within 10 — 11 days after obser-
vations, although based on Haystack’s experience with
the IVS-VT sessions a month would seem a more real-
istic estimate.

Nowdays the bottle neck in the pipeline is without any
doubts the transfer of raw data to the correlation center.

5 Conclusions and outlook

According to the IVS Strategic Plan for the Period
2016-2025 (Nothnagel et al. 2016), geodetic VLBI
should transition from S/X systems to VGOS systems
during this decade. The progress is slower than fore-
seen, for example only 6 instead of 16 VGOS stations
are operational at present. Moreover, the difficulties
related to data transfers and storage are such that so
far only bi-weekly sessions with a low acquisition rate
have been conducted on a regular basis within the IVS
activities. In recent years new correlation centers have
been founded and started cooperating with the IVS,
however the Bonn correlator is still a main actor on the
IVS scene and matches VGOS requirements at least in
terms of computing capabilities. It can therefore serve
as test bed to understand the pace at which VGOS pro-
duction may begin.

We considered the initial VGOS observing sched-
ule with daily 1-hour sessions. Based on our experience
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with the EU-VGOS test sessions, our correlator center
can deliver the database of a VGOS intensive session
with the current set-up within 24-hour from observa-
tions, thus matching the timeliness achieved for INT3.
We underline that this is far from the IVS final goal as
laid out by the Board of Directors in 2016, which is to
produce such a database every 3-hour and with both a
much larger network and a higher acquisition rate.

In the case of 24-hour sessions the latency time in-
creases to 10 — 11 days already under these initial con-
ditions, i.e. 6 stations and a 8 Gbps acquisition rate.
A feasable production cycle would be of roughly a cou-
ple of weeks for a correlator with similar characteris-
tics as in Bonn. One would therefore need at least 15
correlators to share the work load to carry out observa-
tions 24/7.

The main issues for VGOS regular observations are
the transfer and the storage of the data both at the sta-
tions and at the correlator end. The costs for internet
connections are still rather expensive, although the sit-
uation may vary significantly from one country to an-
other. Stations would need at least a 2 Gbps line, whilst
correlators should have at least 10 Gbps to allow e-
transfer of the data. Stations should be equipped with

local buffering systems (i.e. using flexbuff for record-
ing) or they should purchase twice as many modules
as those needed for the sessions in one week. Corre-
lators would also need quite some extra storage space
and new agreements should be stipulated between sta-
tions and correlators to cover those costs. Countries
that build an antenna to participate in geodetic sessions
should also include in the budget some funding for the
logistics to make the correlation of the collected data at
all possible. Ideally, they should also contribute to the
costs of the correlation centers as well.
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Abstract In Spring 2018 the Bonn correlation cen-
tre started a collaboration with the three European sta-
tions of Wettzell, Onsala and Yebes, equipped with
both S/X- and broadband systems, to perform VGOS-
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like test sessions. The aim is to verify and develop fur-
ther the processing chain for VGOS experiments end-
to-end, from the scheduling to the analysis of the de-
rived observables. We will present the current status of
the project.

Keywords VGOS - VLBI broadband observations

1 Motivation and aims

The main motivation for starting a scientific investi-
gation on VGOS is the will to speed up the transi-
tion from classical geodetic VLBI to broadband ob-
servations. According to the initial IVS strategic plan,
VGOS production should have started already by the
end of 2017, but the complexity of the project and the
lack of manpower led to a long delay in implement-
ing production VGOS observations. VGOS telescopes,
some of which were inaugurated as early as 2013, are
standing idle most of the time much to the chagrin of
their funding agencies. So VGOS antennas are avail-
able and are ageing, while telescope crews still lack
practice in VGOS observing.

In 2015 the Bonn cluster was upgraded following
the IVS-VGOS correlation plans of Petrachenko et al.
(2014), which foresaw an increasing demand that has
not yet become real as of 2019. The cluster will be
old in 2020 and should be renewed in 2020 to 2022.
Only recently IVS-VGOS data have been made avail-
able, which is necessary not only for training correlator
personnel, but also for studying the steps in data reduc-
tion after correlation.

Since 2015 bi-weekly test sessions have been car-
ried out by the IVS under the lead of the MIT Haystack
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group, which developed a path for observing, correlat-
ing and fringe-fitting of VGOS data (see e.g. Cappallo
2014). Their approach exploits the “pseudo-Stokes-I"
(Intensity), which ignores instrumental and source po-
larisation, as well as changes and differences between
the position of the peak in total and in polarised in-
tensity. From astronomical observations it is known
that the angle of the source polarisation can vary more
rapidly than total intensity. It is also known that instru-
mental polarisation leakage leads to delay errors.

Investigations of Anderson and Xu (2018) have
shown that the effects of source structure on the de-
lays have been underestimated and will affect VGOS
to a larger extent due to the expected reduced noise in
such data. The whole problem is aggravated by vari-
ation of the source structures and the position of the
centroid which can change with time. The position of
the centroid as a function of frequency is another rel-
evant source of systematic errors in VLBI broadband
data.

Unfortunately no scientific investigation exists up
to date, which studies the various effects and their con-
tributions to the geodetic residuals of VGOS data.

Wideband astronomical VLBI data as recorded for
the Event Horizon Telescope (EHT) have triggered
new software efforts for polarisation conversion and
for fringe-fitting. While VLBI observations have been
performed with circular polarisation, ALMA, a key el-
ement of the EHT, can only deliver linear polarisa-
tion. It is therefore necessary to convert ALMA data
from linear to circular polarisation basis (Marti-Vidal
et al., 2016), which is done after correlation. Similarly,
VGOS receivers produce linear polarisation, whereas
geodetic legacy S/X systems measure circular polari-
sation.

The standard fringe-fitters (FF) cannot handle
wideband data, because they do not take properly into
account the effects of ionosphere, source structure and
polarisation. A new fringe fitting task for broad and
non-contiguous frequency bands, as well as correction
for dispersive delays is being developed for the astro-
nomical CASA package (van Bemmel et al., 2019). So
there are new options for fringe-fitting geodetic data
which should be explored. Some of the astronomical
(global) FFs can take the source structure as a natural
input, which makes them good candidates also for
geodesy involving source structure corrections.

To the authors it is clear that in order to reach 1 mm
positional accuracy, all steps of VGOS observing and

data reduction have to be optimised. That will require a
broad range of expertise and sufficient manpower. The
whole geodetic/astronomical community should ide-
ally join forces, given that astronomy is also moving to
an era of broadband observations and shares common
open issues with geodetic VLBI. The DiFX software
correlator community is an example of how successful
such an open collaboration can be.

2 Observations and correlation

The first test sessions were dedicated to test the per-
formance of the instruments. Having a minimum of 3
stations allows any problems identified to be isolated
at a specific station. The three participating stations are
equipped as follows:

o ONSAI3NE (ONSA13SW became operational
only recently): 13.2m antenna, QRFH receiver,
VLBI back-end DBBC3 with flexbuff recording

o WETTZ13S (WETTZ13N not equipped with
broadband receiver yet): 11-feed receiver, VLBI
back-end 2 DBBC2 with Mark6 recording

e RAEGYEB: 13.2m antenna, QRFH receiver,
VLBI back-ends are 4 RDBEG with Mark6
recording

The EU-VGOS sessions have been scheduled by using
both SKED and SCHED and include standard geodetic
sources (time on source ~ 30 sec) and at regular inter-
vals strong calibrators (integration time ~ 120 sec) that
cover a wide range of parallactic angles during the ob-
servation. Good parallactic angle coverage of a calibra-
tor is necessary for accurate polarisation conversion.
The observations last 4 hours and include sources with
high and low fractional polarisation in order to test the
polarisation leakage calibration method.

So far we have adopted the same frequency setup
as used in the IVS-VT sessions — four bands with dual
linear polarisation:

3000.40 MHz — 3480.40 MHz
5240.40 MHz - 5720.40 MHz
6360.40 MHz — 6840.40 MHz
10200.40 MHz — 10680.40 MHz

In each band we sample 8 channels of 32 MHz band-
width at a sample rate of 64 MS/s using two bits, thus
resulting in a data rate of 8 Gbit/s. Data are recorded
either using Flexbuff (JIVE) or on Marké6 modules
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in VDIF! format. The stations generate multi-thread
VDIF data in slightly different flavours:

e Onsala (real data) — 1 VDIF file per scan with 8
threads, 8 channels per thread

o Wettzell (real data) — 1 VDIF file per scan with 4
threads (1 for each band), 16 channels (8 channels
x 2 linear polarisations) per thread

e Yebes (complex data) — 1 VDIF file per scan with
4 threads, 16 channels per thread

The recorded data are later “e-transferred” to the Bonn
correlator via the Internet.

The file-based correlation and the backend setup
have hit a few corner case issues in DiFX correlation.
The main issue is thread-clumpiness inside recordings.
The specifications of the recorded data format and
its multi-threaded multi-channel capability allow great
flexibility in the time sequencing of data frames inside
one file. In EU-VGOS test experiments, station back-
ends and recorder setups have produced VDIF files that
adhere to the specifications, but that contain frames of
individual threads in long data bursts rather than in a
clean round-robin order. This “clumpiness” conspires
against DiFX and its buffer-based VDIF decoding ap-
proach. High data loss (low visibility data weights) are
seen when the burst length exceeds the preset DiFX
VDIF decode buffer size. Curiously, the problem per-
sists even when threads of a multi-threaded VDIF file
are extracted into single-thread VDIF files that are
then correlated simultaneously in DiFX via its “multi-
datastream” support.

Conversely, the low data weight issue does not oc-
cur when the original Mark6 scatter(-gather) fragment
file sets (usually not available via e-transfer) are used
as input for correlating a scan. The difference is likely
due to the different VDIF reading path that DiFX uses
for “scattered” Mark6 versus “gathered” file based cor-
relation.

The above problem has also been reported by MIT
Haystack. At Bonn the issue is worked around by a pre-
processing step prior to correlation. The multi-threaded
multi-channel VDIF files of all stations are converted
into single-threaded multi-channel files using DiFX
utility "vmux” configured for a very large buffer size (>
800 MB). This recovers visibility data weights from a
previous worst of <20 % to generally >99 %. However,
due to the overhead at the correlator such a prepro-

! VDIF specifications, cf. https://vlbi.org/vlbi-standards/vdif/

cessing step is not ideal. To omit the VDIF preprocess-
ing step, development of improved support for general
multi-threaded VDIF was also welcomed by the NRAO
and is in progress at Bonn MPIfR. An initial implemen-
tation is being tested.

3 Data analysis

The conversion of linear polarization into circular is
performed using the PolConvert algorithm (Marti-
Vidal et al., 2016). The conversion process needs to be
fed with the phase-gain difference and the amplitude-
gain ratio between the two linear polarizers (X and
Y) of each antenna. These quantities can be estimated
using the Global Cross-Polarization Fringe Fitting
(GCPFF) algorithm, as implemented in PolConvert,
using a scan of a calibrator source (ideally, a source
with either a low fractional linear polarization and/or a
wide parallactic-angle coverage in the observations).

Before running the GCPFF, we applied an initial es-
timate of the phase-gain difference between polarizers,
based on the values of the phasecal tones found for X
and Y at each integration time. The relative gain am-
plitudes were also estimated from the autocorrelations
at each polarizer (after filtering the peaks due to the
phasecal tones).

Then, we selected a strong calibrator (3C 84) and
solved for any additional X/Y relative phases that could
remain (after the phasecal corrections), as well as for
additional X/Y amplitude ratios. These additional rel-
ative gains (both in phase and amplitude) could be
caused, for instance, by different phasecal cabling to
the two polarization components, or to the particulars
of the signal path of each polarization channel.

These additional X/Y relative phases (which are
added to the phasecal differences between X and Y)
and X/Y relative amplitudes (which are applied on
top of the autocorrelation ratios) are shown in Fig. 1.
On the one hand, the X/Y phase difference computed
by the GCPFF can be roughly modeled as one sin-
gle multiband delay across the whole EU-VGOS fre-
quency coverage. On the other hand, the amplitude ra-
tios show different values for each band and can depart
substantially from unity (hence introducing a large in-
strumental ellipticity, if they were not taken into ac-
count in the conversion).
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Fig. 1: X/Y relative phases (top) and amplitudes (bottom) for Oe
(ANT. 1), Ws (ANT. 2) and Yj (ANT. 3).

3.1 First results

Fig. 2 and Fig. 3, respectively, show the amplitudes of
all correlation products, for a scan of a strong calibra-
tor source, before (i.e., XX, XY, YX and YY) and after
(i.e., RR, RL, LR, LL) conversion from linear to circu-
lar, as a function of frequency channel (each increasing
with frequency). It can clearly be seen how most of the
power is coherently injected into RR and LL.

In Fig. 4, we show the antenna gains derived for the
same calibrator scan using the standard Global Fringe
Fitting (GFF) algorithm. The GFF has been applied to
the Stokes I fringes in each independent IF. The phase-
cal tones (which are now the same for the R and L
channels) have been applied before the GFF. As it can
be seen in the figure, all gain quantities (phase, delay
and rate) can be properly connected among the differ-
ent EU-VGOS bands, hence showing the possibility of

Fig. 2: Linear polarisations (XX, YY, XY, YX) amplitudes of all
sampled channels for a scans on 3C84.

Fig. 3: Circular polarisations (RR, LL, RL, LR) amplitudes of
all sampled channels for a scans on 3C84.

Fig. 4: Results of the GFF applied to the Stokes I fringes of a
scan on 3C 84, obtained after polarisation conversion.

performing a consistent multi-band analysis over all
the VGOS frequency coverage.

The GFF gains can be applied to all four polcon-
verted correlation products, in order to perform an im-
age deconvolution in full polarization. We have per-
formed a multi-frequency synthesis (MFS) image de-
convolution (Sault and Wieringa, 1994) using all scans
of source 3C279. The preliminary imaging results are
astonishingly good, as can be seen in Fig. 5. White
contours show the brightness distribution of Stokes I,
while the red contours show the I residuals after sub-
tracting a centered point source. The red contours are
well aligned into the same direction as the known jet of
3C279, hence indicating that EU-VGOS is resolving
the source. The orange raster plot shows the brightness
distribution in linear polarization, which is shifted from
the I peak just in the same direction of the jet. The po-
larized brightness, polarization angle, and its peak shift
roughly agree with published results from dedicated
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Fig. 5: Image of 3C279 obtained from the polconverted (and
fringe-fitted) EU-VGOS data.

VLBI observations of this source at other frequencies
(e.g., Rani et al., 2018).

4 Conclusions and outlook

Both astronomy and geodesy are transitioning to a new
era of broadband VLBI observations. That opens new
frontiers for both fields of research, as well as new
challenges on the way to the results. The EU-VGOS
project answers the urgent need to further investigate
some aspects related to the new technology and to the
methodology in processing and analyzing the data.

Note that the European stations have different back-
end systems w.r.t. the American sites, therefore they
must rely on their own resources to debug them. The
correlation constitutes an expensive but powerful diag-
nostic tool, thus allowing to verify the station perfor-
mance. We adopt different observational strategies for
our sessions, thus allowing us to focus on the various
aspects to be tested. We need to characterize the band-
pass response of the instruments and how it changes
with time, and to verify the performance of the pulse
calibration system. We will monitor over many months
the stability of the gain (amplitude and phase) in time,
as well as its frequency dependency.

The wideband receivers use linearly polarized
feeds, so that the baseline correlations are highly
mixed among the parallel and cross-hand polarization
terms due to the earth geometry. We will determine the

instrumental delays between the X- and Y-polarisation
components and their leakages. Moreover, we will
investigate how the polarisation leakage changes with
frequency and with the targeted source. Last but not
least, we will check the RFI situation for each station.

All collaborating parties, stations, correlator and
analysts, are gaining insights in the various aspects of
the project, from the more technical ones, as system
settings and data recording at the stations, to the elabo-
ration phases, including data decoding and correlation,
and finally to the post-processing of the data. As men-
tioned in the previous section, we also plan to develop
and test against each other alternative FF approaches
for processing VGOS data.

Our preliminary results show the potential of VLBI
broadband data. We are aware of the huge amount of
work necessary to accomplish all our goals and we
welcome experts in the VLBI community and other
VGOS telescopes who wish to cooperate with us to
make VGOS production a reality as fast as possible.
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Implementation of a Geodetic Path at the JIVE Correlator

M. E. Gémez, M. Kettenis, P. Charlot, R. M. Campbell, A. Keimpema

Abstract This paper reports on the progress towards
the implementation of a complete geodetic path for the
EVN Software Correlator at JIVE (SFXC). It is con-
ducted as part of the JUMPING JIVE project funded by
the Horizon 2020 Framework Programme of the EU.
JUMPING JIVE is dedicated to enhance the position of
JIVE and the European VLBI Network (EVN) within
the future of radio astronomy. This includes implemen-
tation of new capabilities, among which is the possibil-
ity to correlate geodetic-type experiments and export
them in a standard fashion so that they can be further
processed by the usual geodetic software packages.
The implementation of this new capability requires (i)
to make SFXC able to handle complex geodetic-like
schedules with sub-netting, and (ii) to incorporate total
quantities and measured phase-cal values in the data
provided to the users. To facilitate post-processing, it
was also decided to convert the correlator output to
the standard geodetic Mark4 format. All such develop-
ments are now complete. To test the implementation,
we have reprocessed IVS session R1872 and compared
the output from SFXC with that obtained at the DIFX
correlator in Bonn, where the session was originally
processed. The methodology is explained here and par-
tial results of the comparison are given. These indicate
a 5.5 ps wrms for the Total Multiband Delay difference
between the two correlators.

Keywords JUMPING JIVE - EVN - VLBI

Maria Eugenia Gomez - Patrick Charlot
Laboratoire d’ Astrophysique de Bordeaux, Pessac, France

Mark Kettenis - Robert M. Campbell - Aard Keimpema
Joint institute for VLBI-ERIC, Dwingeloo, The Netherlands

(Correspondence: maria.gomez@u-bordeaux.fr)

1 Introduction

JUMPING JIVE is the acronym for Joining up
Users for Maximizing the Profile, the Innovation and
Necessary Globalization of JIVE, a project funded
by the European Union’s Horizon 2020 programme.
The project! is divided into ten work packages (WP)
that cover various aspects from dissemination to
technical developments and future science with the
European VLBI Network (EVN). In this paper we are
concerned with WP6 activities which have to do with
the implementation of full geodetic capabilities at the
EVN software correlator at JIVE (SFXC). This means
that the correlator should be able to:

1. Correlate data with proper handling of geodetic
sessions which are scheduled with sub-netting;

2. Attach the correlator model to the correlator out-
put;

3. Attach phase-calibration information to the corre-
lator output;

4. Provide correlator output in the appropriate format
for further geodetic post-processing.

From the correlator output, an analysis center shoud
then be able to:

5. Post-process and export the data.

The items listed above constitute also the steps of
the procedure followed to validate the whole imple-
mentation at JIVE. The first step was accomplished
at the end of 2017: one hour of an IVS-R1 session
(which included sub-netting) was successfully corre-
lated (Colomer et al., 2019). Steps 2 to 4 were also ac-
complished and are described in Keimpema and Kette-
nis (2019).

! https://jive.eu/jumping-jive
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Fig. 1: Stations involved in the IVS-R1872 session.

In the following, we will focus on step 5. For that
purpose, a whole 24-hour IVS session, IVS-R1872
(held on December 10, 2018) was selected. This exper-
iment involved eight IVS stations (Fig. 1) and observed
a total of 1069 scans.

2 Methodology

2.1 Correlation

IVS-R1872 was originally correlated with the DIFX
correlator in Bonn. For the purpose of the project, it
was also subsequently correlated at JIVE with SFXC.
Both correlator outputs were exported into the standard
geodetic Mark4 format. Additionally, the Bonn corre-
lator center further exported the data into vgosDB for-
mat (version 1), which is the newest and current format
for geodetic datasets, after post-processing. A differ-
ence in the processing is that SFXC used a delay model
based on CALC 10 whereas the delay model used with
DIFX was CALC 11.

2.2 Post-processing and data export

In order to check the Mark4 implementation and post-
processing, we devised a validation procedure in two
stages. The first stage comprised checking our ability
to find fringes and to produce vgosDB file version 1.
This was done using the correlated Mark4 files pro-

vided by the Bonn Correlator Center for IVS-R1872.
They also provided us with post-processed data and the
vgosDB file version 1 so that we could check our re-
sults against theirs. The comparison was done at the
level of vgosDB files. The second stage of the vali-
dation comprised post-processing JIVE-correlated data
for that session and compare our results with respect to
those obtained in Bonn.

In the post-processing, we applied exactly the same
control file as that used at the Bonn Correlation Cen-
ter because there was no reason to introduce changes
when processing the data correlated at JIVE. We used
Fourfit (HOPS 3.18 rev 2251) for that purpose and
vgosDbMake-0.4.3 to transform the data into vgosDB
format. The selected version of each software was not
arbitrary: it was the same as that employed in Bonn
in order to avoid potential differences due to software
version or other issues. Netcdf library and Octave tools
were used to extract and plot the data.

According to Corey and Titus (2012), differences
at the ps level between results from the two correlators
should be expected. Because of differences in the cor-
relation process and correlator architecture, the com-
parison was not straightforward. The time of each ob-
servation is tagged according to what is called the Four-
fit Reference Time (FRT) which may differ from one
correlator to the other, due to differences in how the
correlators search for the first valid input data for each
scan. This situation causes natural discrepancies in the
Total Multiband Delay (TOTMBD) just because we are
evaluating this quantity at different FRTs. For this rea-
son, in the section below, we just show results concern-
ing those observations that end up with the same FRT
in Bonn and JIVE.

3 Results

Figure 2 shows results after comparing the vgosDB file
sent by Bonn and our own vgosDB file obtained from
Bonn correlated data (stage 1). The plots are for the
TOTMBD and Signal to Noise Ratio (SNR) quanti-
ties in X-band. There are no appreciable differences
between the two datasets at the 15-digit significancy
level for any observation. This is replicated for S-band
and for all the other observables like e.g. single-band
delays. This initial check guarantees that no bias will
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Fig. 2: Differences in TOTMBD and SNR ratios wrt Bonn ob-

tained after comparing the original and reproduced vgosDB files
from Bonn for IVS-R1872 session.

come from local implementation or software version
differences.

In order to reproduce the previous analysis, but
now comparing the output of both correlators, we took
all those observations that have the same FRT and
a quality code greater than zero and we plotted the
TOTMBD differences and SNR ratios for this sub-
set of data (Fig. 3). There are 3462 of such observa-
tions within a total of 5826 observations in the ses-
sion. Statistics of the TOTMBD differences indicate a
5.5 ps wWRMS (weighted RMS) with all values below
50 ps and 80 % of them below 5 ps. In the case of
the SNR ratio, the average value is 0.998, which means
that there is no bias between SFXC and the Bonn DiFX
correlator. The magnitudes of the differences between
the two correlators, for the TOTMBD and SNR quan-
tities, are according to what is expected (see Corey
and Titus, 2012) and confirm that the geodetic path
is correctly implemented on SFXC. The corresponding
vgosDB file for IVS session R1872 is the first dataset
produced in standard geodetic format after correlation

085 | | .3 | 1 " |
0 1000 2000 3000 4000
obs since start time
Fig. 3: Differences in TOTMBD and SNR ratios

(SNR;1vE/S NRponn) obtained after comparing the vgosDB
files produced by SFXC and the Bonn DiFX correlator for IVS
session R1872. The comparison is limited to those observations
that have the same FRTs.

with SFXC. Further study is being done on the remain-
ing observations (i.e. those that do not have the same
FRTs) in order to complete comparisons for the entire
session.

4 Conclusions

We have shown that the EVN Software Correlator at
JIVE (SFXC) has the capability to correlate data from
a standard geodetic session and its output can be fully
analysed with the most common geodetic tools. Using
data correlated through SFXC we were able to pro-
duce the first dataset in the vgosDB standard geode-
tic format. SNR ratios and TOTMBD differences be-
tween SFXC and the Bonn DiFX correlator were anal-
ysed for those observations that have the same FRTs
and are at the anticipated level. The comparison for
the rest of the observations (those that do not have the
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same FRTs) will also be accomplished after devising a
proper scheme in order to fully complete the work.
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Activity Report on the Asia-Oceania VLBI Group (AOV)

T. Wakasugi

Abstract The Asia-Oceania VLBI Group for Geodesy
and Astrometry (AOV) was established in 2014 as
a subgroup of the International VLBI Service for
Geodesy and Astrometry (IVS) in order to foster
regional collaboration of VLBI. The AOV has been
coordinating regular VLBI observing sessions since
2015. The total number of sessions amounts to 30
at the end of 2018, and 19 stations in five countries
have participated in these sessions. The Geospatial
Information Authority of Japan (GSI) has actively
involved in the AOV as not only an observing station
but also a scheduler and correlator. This talk will
summarize activities of the AOV since its launch.

Keywords AOV

1 Introduction

As you already know, the Asia-Oceania (AO) region
is highly dynamic in geophysics and climate, with a
large number of destructive earthquakes, tsunamis, ty-
phoons, and cyclones. To enhance disaste resilience
for the region, determination of the geodetic reference
frame is essential through precise Earth observations
and better understanding of tectonic plate motion, at-
mospheric variations etc. VLBI components in the AO
region are rapidly glowing compared to IVS launch.
More international collaboration is important to take
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Ibaraki 305-0811 Japan
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Fig. 1: The AOV logo.

full advantage of components in the region. In addi-
tion, momentum for rise of the position in the VLBI
community is glowing.

To realise those ambition, some asian researchers
discussed the idea of regional collaboration on geodetic
and astrometric VLBI in Asia during the 21st EVGA
Meeting in Finland in 2013. After that, the idea was
extended to oceanian region for more effective cooper-
ation. The foundation of a regional VLBI community
for Asia-Oceania region was agreed at the 30th IVS Di-
recting Board Meeting in September, 2013. The group
was named as Asia-Oceania VLBI Group for Geodesy
and Astrometry and its acronym was called AOV (Fig-
ure 1) (Kurihara et al., 2015).
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2 Status of the AOV

The kick-off meeting was held at Shanghai in con-
junction with the 8th IVS General Meeting and Terms
of Reference was discussed and finalized. Jim Lovell
from University of Tasmania (UTAS) was elected to
the first AOV Chair and he pointed out Ryoji Kawa-
bata (GSI) as the Secretary. AOV observations in the
framework of the IVS master schedule started at March
2015. Takahiro Wakasugi (GSI) and Lucia McCallum
(UTAS) assumed as the second Chair and Secretary
since 2017.

AOV is composed of 12 organizations in five
countries (Figure 2). A total of 19 stations has been
involved in AOV sessions as of the end of 2018.
Observed data are transferred and correlated at the
Tsukuba VLBI Correlator operated by GSI or Shang-
hai Correlator operated by Shanghai Astronomical
Observatory (SHAOQO). Scheduling tasks are shared
with GSI, SHAO, and UTAS (Figure 3). AOV sessions
were carried out six times per year until 2017, and
are performed 12 times per year since 2018. Figure 4
shows the summary of AOV sessions planned in 2019.
There are six geodetic sessions and six astrometric
sessions this year. All sessions are performed at the
data rate of 1 Gbps. Upgrade of the system at Syowa
station in Antarctica (128 Mbps so far) enalbed us to
carry out such high-rate sampling observations.

AOV face-to-face meetings have been held three
times so far to exchange information and disucss
various things concerning the AOV. Following the
previous meetings (Hobart, Australia in 2015 and
Kobe, Japan in 2017), the 3rd AOV meeting took
place from November 9 — 10, 2018 in Canberra hosted
by Geoscience Australia (GA) in conjunction with
the 21st International Laser Ranging Workshop. A
total of 20 people joined the meeting from Australia,
China, Japan, New Zealand, Thailand, Russia, and
USA (Figure 5). The conference is composed of
the group discussion among AOV members, and a
presentation-style workshop including two speekers
(Michael Pearlman and Toshimichi Otsubo) from SLR
expert as well as speakers from local host organization
(Wakasugi and Titov, 2018). The minutes of the group
discussion and all presentation slides are available on
the meeting website (http://auscope.phys.utas.edu.au/
aov/meetings/aov2018/3rdaovgm.html).

Fig. 2: Member organisations of the AOV.

Fig. 3: AOV components.

Fig. 4: AOV sessions in 2019.

3 Conclusions and outlook

The Asia-Oceania VLBI Group for Geodesy and As-
trometry (AOV) is an international collaboration in or-
der to foster regional collaboration of VLBI established
in 2014 as a subgroup of the IVS. AOV has performed
international geodetic and astrometric VLBI observa-
tions regularly. AOV meetings have been held three
times so far.

Some AOV components have begun their own re-
search towards VGOS. Several intercontinental broad-
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Fig. 5: Group photo at the 3rd AOV meeting in Canberra.

band experiments have already been performed be-
tween Kashima (NICT), Ishioka (GSI), and Hobart
(UTAS) stations. In addition, VGOS stations in China
and Thailand will be available in near future. We will
work in close collaboration towards a realization of
VGOS.
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Results With the Scheduling Software VieSched++

M. Schartner, J. B6hm

Abstract The Department of Geodesy and Geoinfor-
mation at Technische Universitidt Wien has recently de-
veloped a new scheduling software called VieSched++
as part of the Vienna VLBI and Satellite Software
(VieVS). VieSched++ is written in C++, it features an
elaborate backward fill-in mode for minimizing station
idle time and runs multiple versions of the same sched-
ule in a fast batch mode using different optimization
criteria and parameters. Large scale Monte-Carlo sim-
ulations with VieVS can then be used for selecting the
best schedule for the purpose of the session within this
sample. In particular, the schedules can be optimized
for the given network, source list, observing mode and
scientific goal. VieSched++ has already been success-
fully used for scheduling multiple official IVS sessions.

Keywords Scheduling - VieVS - VieSched++ soft-
ware

1 Introduction

The first step of every VLBI experiment is the creation
of an observing plan, the so-called schedule, which is
then distributed to the participating stations. The sched-
ule makes sure that the observations are synchronized
between the stations and at least two stations observe
the same source simultaneously. Therefore, the sched-
ule determines which sources are observed in which

Matthias Schartner - Johannes Bohm
TU Wien, Department of Geodesy and Geoinformation,
GuBhausstraBBe 27-29, AT-1040 Vienna, Austria

(Correspondence: matthias.schartner @ geo.tuwien.ac.at)

sequence and also which and how many observations
are later available for the analysis.

While several software packages exist for ana-
lyzing geodetic or astrometric VLBI sessions, like
Calc/Solve (Bolotin et al., 2014), the Vienna VLBI
and Satellite Software (VieVS) (Bohm et al., 2018),
OCCAM (Titov et al., 2004), c5++ (Hobiger et al.,
2010), Where (Hjelle et al., 2017) or GINS (Bourda
et al., 2007), this is not the case for scheduling. In
the past, almost all geodetic sessions were scheduled
with a software called sked (Vandenberg, 1999)
while astronomic sessions are scheduled using Sched
(Walker, 2018). For geodesy and astrometry, the only
notable exception were AUSTRAL sessions (Plank et
al., 2017) which were, in the past, scheduled using a
Matlab based scheduler (Sun, 2013) which is part of
VieVS. However, starting in 2018 several observing
programs are now scheduled using a new modern
scheduling software called VieSched++ (Schartner
and Bohm, 2019) which is also part of VieVS. The
following lists shows some of the official International
VLBI Service for Geodesy and Astrometry (IVS)
(Nothnagel et al., 2017) schedules, generated with
VieSched++:

o AUA (035, 037, 040, 041, 044, 047)
e AUM (001 - 010)

e T2 (129, 130, 131, 132)

e EURR&D (09, 10)

e EUR (149)

e OHG (171, 118, 119)

e CRF (110)

e CRDS (102, 103)

e INT3 (021, 028, 035, 042, 049, 056, 063... 182)
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2 Method

VieSched++ is written in C++ and uses a brute force ap-
proach to generate schedules, similar to sked (Gipson,
2010). However, all algorithms are newly developed to
be able to generate high-quality schedules. For exam-
ple, VieSched++ uses a recursive scan selection to min-
imize station idle time (Schartner and B6hm, 2019a,b).
It provides an automated iterative source selection and
great care was taken to fine-tune the optimization pa-
rameters to implement a good scan selection. Since the
complexity of optimizing a schedule is very high, Vi-
eSched++ comes along with a multi-scheduling feature
which is able to not only generate one single sched-
ule but multiple ones simultaneously. These schedules
can then be used in the VieVS VLBI software directly
for simulations and based on those simulations the best
schedule can be selected.

More information about the features and algorithms
used in VieSched++ can be found in Schartner and
Bohm (2019a).

The schedules further discussed in section 4 are
created using the multi-scheduling feature. On aver-
age, 500 schedules are generated per session varying
the weight factors, as they have the biggest impact on
the scan selection logic, see Schartner et al. (2017) or
Schartner and Bohm (2019a,b). Each of these sched-
ules is simulated 500 times using the VieVS VLBI
software. The simulation includes tropospheric turbu-
lences, clock drifts, and white noise (Pany et al., 2011).
The same simulation parameters are used for all ses-
sions and all stations. The troposphere is simulated us-
ing a turbulence simulator with C,, values of 1.8- 107/
m~/3 and a scale height of 2 km (Nilsson et al., 2007).
The clock is simulated using random walk and inte-
grated random walk corresponding to 1074 at 50 min-
utes (Herring et al., 1990). Additionally, 30 ps white
noise is added to the observations.

3 Results

In the following subsections, results gained for the
T2, EURR&D and INT3 observing programs are fur-
ther discussed and compared with previously submit-
ted schedules generated with sked. The schedules gen-
erated with VieSched++ are highlighted in blue in Ta-

ble 1 and Table 2. The fact that the sked schedules are
performing that poorly compared to the VieSched++
schedules is not necessarily due to limitations in the
sked scheduling software but also due to the fact that
these schedules were created using bad scheduling pa-
rameters. By using different scheduling parameters, the
sked solution could be improved as well (John Gipson,
personal communication 2019). However, optimizing
scheduling parameters is not that easy in sked and these
schedules were submitted and observed with this unop-
timized schedules.

3.1 T2

The aim of the T2 schedules is to provide accurate
station coordinates for estimating terrestrial reference
frames. These sessions consist of the biggest station
networks of all official IVS sessions with 15 to 22 par-
ticipating stations. However, the network geometry is
far from optimal. Since most of the stations are in the
northern hemisphere (Plank et al., 2015) this situation
is also reflected in the T2 network geometry. For ex-
ample, 15 stations are participating in session T2129
but only two of those are in the southern hemisphere,
namely HartRAO and O‘Higgins.

The observations are recorded using a low sampling
rate of 128 Mbit/s which is problematic since some of
the stations have very low sensitivity with a system
equivalent flux density (SEFD) of more than 10.000.
The suboptimal geometry of the network, together with
the low recording rate makes it especially hard to in-
clude O‘Higgins into the schedule. O ‘Higgins has very
high SEFD values of 10.000 in X-Band and 18.000 in
S-Band and is located in Antarctica.

Table 1 compares statistics of schedules generated
with sked and VieSched++.

In the previously submitted schedules generated
with sked, the number of observations with O‘Higgins
is always below 100 after 24 hours. One of the goals of
the new schedules is to include O‘Higgins better into
the session. By using VieSched++ it is possible to in-
crease the number of observations with O‘Higgins by
a factor of four as can be seen in Table 1.

In general, the number of observations with Vi-
eSched++ is about twice the number of observations
with sked, sometimes even three times, while the num-
ber of scans roughly stays the same or is even lower.
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Table 1: comparison of statistics between schedules created with
sked (top) and VieSched++ (bottom, blue) for T2 sessions
#sta #scans #obs %idle %obs #obs Oh

T2123 19 617 6773 30.98 50.46 79
T2124 17 733 7175 28.10 44.54 22
T2125 17 1064 5528 22.94 53.70 48
T2126 17 1075 6081 24.55 49.66 98
T2127 19 627 6304 34.30 45.22 73
T2128 18 803 5983 26.24 44.90 97
T2129 15 526 12713 8.20 66.90 400
T2130 22 626 16730 10.45 69.24 451
T2131 19 771 15714 4.33 73.68 267
T2132 18 631 10219 6.04 73.37 406

This means that on average scans with more participat-
ing stations are scheduled. Additionally, it is possible
to reduce the idle time of the stations by a factor of
two to three and increase the observing time by almost
50 %.

3.2 EURR&D

Similar to the T2 session, the aim of the EURR&D ses-
sions is to provide high accuracy station coordinates
for terrestrial reference frames. The network consists
of mostly European stations and the observing rate is
512 Mbit/s, which makes it easier to generate a good
schedule.

Table 2 compares statistics of schedules generated
with sked and VieSched++.

Table 2: Comparison of statistics between schedules created
with sked (top) and VieSched++ (bottom, blue) for EURR&D
sessions

#sta #scans #obs %idle %obs

EURDO5 8 374 10134 25.00 39.97
EURDO6 6 538 8061 21.63 30.87
EURDO7 8 344 9437 36.42 29.40
EURDO8 7 361 7215 25.78 33.08
EURD09 8 665 11565 5.78 39.03
EURD10 8 669 13480 3.08 42.70

Compared to the results from T2 listed in Table 1
the improvement regarding scheduling statistics seems
lower based on the statistical values. However, Vi-
eSched++ is able to generate schedules with a higher
number of observations but this time the number of
scans also increases. The main difference between the
sked schedules and the VieSched++ schedules is the

Fig. 1: Sky coverage of stations scheduled with sked (top) and
VieSched++ (bottom).

sky coverage of the stations as shown in Figure 1. Since
sked only schedules scans with the full network it fo-
cuses mainly on one small part of the sky. This results
in low slew times and thus many observations but also
in a very poor sky coverage as shown in Figure 1 for
EURDO?7. In contrast VieSched++ decides to split the
network more often resulting in a way better sky cover-
age as shown in Figure 1 for EURDO09. A good sky cov-
erage helps to estimate tropospheric time delays which
are one of the major error sources in geodetic VLBI
(Schuh and Bohm, 2013). Especially observations at
different elevations are necessary to distinguish tropo-
spheric delays, clocks and station heights which are
highly correlated (Nothnagel et al., 2002).

Compared to the sked solutions it is possible to re-
duce the idle time by a factor of four to five as shown
in Table 1. The time gained is used mostly for slewing
purposes to achieve better sky coverage.

3.3 INT3

The purpose of the INT3 sessions is to provide dUT1
values. The network consist of four to five stations,
the observing rate is 1024 Mbit/s and the session dura-
tion is only one hour. Since the complexity of intensive
schedules is relatively simple due to the low number of
stations and short session duration, scheduling of in-
tensive sessions is rather easy compared to global 24-
hour sessions. Therefore, it was not expected to gain
significant improvement when changing from sked to
VieSched++. However, Figure 2 shows that even for
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Fig. 2: Number of observations in INT3 sessions color-coded by number of participating stations.

intensive sessions the number of observations can be
improved.

Figure 3 shows the dUT1 formal error gained from
intensive sessions as they are listed in the analysis re-
ports. The values are color-coded by the number of par-
ticipating stations, the analysis center which delivered
the analysis report and by the observing rate. Figure 4
shows the same values, but this time only the INT3 ses-
sions are colored. Starting with 21st of January 2019,
VieSched++ is used to generate these schedules.

It can be seen that the INT3 sessions provide the
most accurate dUT1 estimates, due to the higher num-
ber of stations and the higher observing rate. While
Figure 2 shows the number of scheduled stations, Fig-
ure 3 and Figure 4 show the number of stations which

Fig. 3: dUT1 formal errors from intensive sessions listed in
analysis reports, color-coded by number of stations, analysis
center and sampling rate.

were actually observing the session, since it can hap-
pen that one station drops out.

Figure 4 shows, that by changing the scheduling
software to VieSched++ the formal errors of the dUT1
values is improved to solutions from the previous
half year. At the beginning of 2018, the accuracy was
roughly at the same level, while after April 2018 the
results got significantly worse. It is unclear why this
happened, however, it corresponds with a time period
where the number of observations was also very low
as seen in Figure 2.

Fig. 4: dUT1 formal errors from INT3 sessions listed in analysis
reports, color-coded by number of stations, analysis center and
sampling rate.
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4 Conclusions and outlook

VieSched++ is a new, modern VLBI scheduling soft-
ware written in C++. It uses many new features and
algorithms to generate high-quality schedules. While
generating optimized schedules for VLBI experiments
should be the norm, unfortunately, this is not the case.
This work shows, that it is possible to achieve twice
the number of observations compared to previously up-
loaded results. Based on the newly created optimized
schedules, improvements can also be expected during
analysis for these sessions. Unfortunately, so far this
could only be verified for INT3 sessions since most
other sessions are not yet correlated and no VgosDB
database are available for analysis at the moment.

While VieSched++ is already stable and
freely available through our GitHub page
https://github.com/TUW-VieVS, development contin-
ues to improve the quality of the generated schedules
even further. Additionally, a YouTube channel called
“VieVS” is available, where the usage of VieSched++
is explained.
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INT9 - AUT1 Determination Between the Geodetic
Observatories AGGO and Wettzell

C. Plétz, T. Schiler, H. Hase, L. La Porta, M. Schartner, J. B6hm, S. Bernhart, C. Brunini, F. Salguero,
J. Vera, A. Miskens, G. Kronschnabl, W. Schwarz, A. Phogat, A. Neidhardt, M. Brandl

Abstract The AGGO radio telescope, located at
La Plata in Argentina, comprises together with the
radio telescopes in Wettzell, Germany a baseline
configuration spanning a longitude difference of 71°.
Therefore, starting in the middle of 2018, tests were
initiated to prove the usability for A/UT1 determina-
tion between the traditional S/X VLBI systems at
AGGO and Wettzell. The 6 m AGGO radio telescope
was scheduled in combination with the 20 m radio
telescope Wettzell (RTW) and the 13.2 m Wettzell
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North (WETTZ13N) in weekly VLBI tests for AUT1
determination, named INT9. The scheduling of INT9
sessions was done with sked and the time duration
was set to be two hours each. The sessions were con-
ducted mostly on Thursdays, just before the normal
INT-1 Intensive session takes place. The recording
mode needed to be evaluated step by step to increase
gradually from a standard 256 Mbit/s recording mode
to 1 Gbit/s. The latter mode yields a higher amount
of scans in a given time period. The goal is to exploit
the highest AUT1 determination accuracy between
AGGO and Wettzell as possible. We will report our
initial experiences with the VLBI operation at both
observatories and compare first results between official
AUT1 measurements and the INT9 derived values as
well as a potential future outlook of this INT9 VLBI
application.

Keywords Intensive - AUT1 - Geodetic Observatory
Wettzell - AGGO

1 Introduction

The Argentinean German Geodetic Observatory
(AGGO) was successfully re-initiated after the trans-
port from Chile to Argentina. Due to the extended idle
period, several components of the VLBI system were
defect or showed malfunctions.

In particular, the analog baseband converters and
the up-converter of the analog backend had failures
and needed to be repaired. After this maintenance, the
VLBI system at AGGO became operational in spring
2018. The VLBI system needed to be tested carefully
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and its stability had to be evaluated, before taking part
again in the normally scheduled VLBI sessions within
the International VLBI Service (IVS) (Nothnagel
et al., 2017). This was done first with test sessions
coordinated between the Bundesamt fiir Kartographie
und Geodisie (BKG) radio telescopes of the Geodetic
Observatory Wettzell and AGGO. When the first
fringes were successfully found, the demand came
up to evaluate geodetic VLBI applications. A AUT1
determination is a favorable geodetic application, due
to the longitude difference of 71° between AGGO
and Wettzell. Therefore, a demonstration program
including a series, consisting of test sessions was
initiated to prove that this baseline configuration is
sufficient for the AUT1 determination.

The 20 meter radio telescope Wettzell (RTW or
Wz) of the geodetic observatory Wettzell constitutes a
stable reference station within the VLBI community
since 1983. Especially, the 4UT1 Intensive measure-
ment INT-1 with a one hour session between the RTW
and the 20 meter radio telescope of Kokee Park is
normally observed every week from Monday until
Friday. Thus, a comparison of the AUT1 performance
of the Wettzell to AGGO baseline in relation to the
frequently observed baseline Wettzell to Kokee Park
would be of high interest. Another aspect is that
the most VLBI stations are located on the northern
hemisphere, including VLBI stations that are involved
in frequent Intensive AUT1 VLBI measurements,
whereas AGGO is located on the southern hemisphere.
Additionally, the difference in latitude of 84° might
provide information about an estimate of the polar

Fig. 1: The 6 m radio telescope AGGO.

Fig. 2: The 20 m radio telescope Wettzell (RTW).

motion. Though, the pole position was held fixed in
those initial investigations.

The challenges to overcome were to establish the
complete processing chain, i.e. scheduling the Inten-
sive session, correlating with the DiFX software corre-
lator (Deller et al., 2007) and obtaining results from
analysis. The main limitation is the rather high sys-
tem equivalent flux density (SEFD) of the AGGO radio
telescope. Therefore, with the same observing mode
(256 Mbit/s) as for an INT-1 Intensive observation, a
rather long observation time on a radio source is nec-
essary to reach a minimum signal to noise ratio (SNR)
goal of 20 in X-band and 15 in S-band. The tests were
then focused to test the 1 Gbit/s mode, which is also
feasible with the old analog backend of AGGO. This
1 Gbit/s mode is used successfully with the weekly
INT-3 Intensive observations.

Fig. 3: The 13.2 m twin radio telescopes Wettzell.
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2 Method

Several issues needed to be solved in order to reach
Intensive observation capability. The scheduling was
done initially with the scheduling program sked (Gip-
son, 2010) and later on with VieSched++ (Schartner and
Bohm, 2019). As a first approach, the formerly proven
VLBI mode with 256 Mbit/s and one-bit sampling was
chosen. This is a standard mode in R1 sessions and was
frequently used before with IVS-R1 sessions at AGGO.
Hence, the first test observation resulted in immediate
fringes and analysis results. The SEFD of the 20 me-
ter RTW is 750 Jy in X-band and 1000 Jy in S-band.
In contrast, the values of AGGO are 10000 Jy in X-
band and 15000 Jy in S-band. The only way to achieve
more scans per observation time is to increase the total
data rate to yield a reasonable number of scans within
two hours of Intensive observation time, with the given
antenna characteristics. Thus, the use of the 1 Gbit/s
mode was clearly the preferred observation mode, be-
cause this one enables more scans and leads to better
analysis results as the 256 Mbit/s total data rate mode.
However, it was quite tricky to set up the backend prop-
erly with the VLBA4 analog backend of AGGO during
these tests. In particular the trackform layout for the
DiFX software correlator, which has to be set up in the
session vex file, turned out to be more complicated than
expected. The raw data was correlated at the VLBI cor-
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Flg 4: Baseline configuration of AGGO and Wettzell. The dis-
tance between Wz and Ag appears as surface distance.

relator in Bonn first and then some sessions were cor-
related at Wettzell. The analysis of the INT9 sessions
was done with VieVS (Bohm et al., 2018) at the TU Vi-
enna.

Table 1: Characteristic antenna parameters.
RTW TTWI1 AGGO

(Wz) (Wn) (Ag)
antenna diameter (m) 20 13.2 6
S-SEFD (Jy) 1150 1050 15000
X-SEFD (Jy) 750 1400 20000
Az-speed (°s71) 4 12 6
El-speed (°s™!) 1.5 6 2

The twin radio telescope TTW1 (WETTZ13N or
Whn) is equipped with a S/X/Ka-band receiving sys-
tem and scheduled regularly in the IVS observation
program. Depending on the availability of the respec-
tive telescopes, this Wettzell radio telescope was also
scheduled alone or even together with the 20 m ra-
dio telescope in conjunction with AGGO. This leads
to three different baseline configurations.

o Ag—-Wz
e Ag—Wn
o Ag—Wn-Wz

In general, the session scheduled with all three ra-
dio telescopes is expected to give the best accuracy of
the UT1 formal error. Most of the observations were
scheduled on Thursdays between 16 and 18 UT before
the regular INT-1 session between Wettzell to Kokee
Park takes place.

3 Results

The first analysis results of the session wb207q, ob-
served with the 256 Mbit/s mode, showed an UT1 for-
mal error of 105 us. The number of scans is very low,
only 25 scans in two hours and no further improve-
ments like consolidated coordinates of AGGO were ap-
plied.

The next milestone could be achieved when the
1 Gbit/s observation mode worked correctly. The ses-
sion wb213q consisted of 35 scans within two hours
of observation. This caused the UT1 formal error to
decrease by almost 50 % to 56 us. Consequently, the
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Fig. 5: 4UT1 with respect to C04.

triple configuration with both radio telescopes involved
at Wettzell and AGGO lowered the formal error of UT1
to 48 us again.

Figure 5 depicts the UT1 estimates as well as their
formal uncertainties in contrast to the IERS-C04 time
series. For comparison, the INT-1 estimates (XU) and
their formal uncertainties are displayed as well. It can
be seen that the estimates of the 1 Gbit/s agree quite
well with the INT-1 results. The formal uncertainties
tend to be a bit higher than their INT-1 counterparts. It
is expected that the accuracy increases as soon as the
station coordinates of the relatively new AGGO sta-
tion are known more precisely. Additionally, further
improvement is expected as soon as the scheduling is
fine-tuned.

Simulations of this triple configuration yield a UT1
formal error of about 30 us. The simulations were made
using VieVS according to Pany et al. (2011) and in-
clude tropospheric time delays, clock drifts and white
noise. The troposphere was simulated with C,, values
of 1.8-1077 m~!/3, a scale height of 2 km and a con-
stant wind velocity of 8 m/s towards east (Nilsson et
al., 2007). The clock was simulated as the sum of a
random walk and an integrated random walk with an
Allan standard deviation (ASD) of 1x10~!# seconds

after 50 minutes (Herring et al., 1990). Finally, 30 ps
of white noise was added to the observations.

Unfortunately, it turned out that the schedules of the
observed sessions were not fully optimized for the ses-
sions. Figure 6 compares the simulated formal errors
between different scheduling approaches. By using Vi-
eSched++, optimized schedules are generated and com-
pared with the observed schedules based on simula-
tions. It can be seen that it is possible to increase both,
the number of observations per session as well as the
expected formal uncertainties of the UT1 estimate.

4 Conclusions and outlook

The initial performance of the INT9 test sessions be-
tween AGGO and both Wettzell radio telescopes is en-
couraging. If everything is settled a formal UT1 er-
ror of about 30 us appears to be feasible. The upgrade
of the analog VLBA4 backend system with a DBBC2
is planned by the end of 2019 or the beginning of
2020. This might improve the system performance and
stability of AGGO. Further improvements can be ex-
pected by optimizing the scheduling and selecting the
sources more carefully as done in Gipson and Baver
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Optimized schedule for Observed schedule for initial phase
simulation of INT9

Number of UT1 formal Number of Stations Mode /

Observations error [us] Observations error [|J.S] Mbps
wb207q 28 79.2 25 104.7 AgWz 256
wb213qg 52 447 35 55.7 AgWz 1024
wb256q 36 554 29 53.5 AgWn 512
wb263q 129 30.8 123 47.9 AgWnWz 1024
wh277q 129 34.3 102 70.1 AgWnWz 1024

Fig. 6: INT9 comparison between simulation and measurement. The indicated UT! formal error was determined by simulation. The

UT1 error shows the results gained by the observations.

(2015). Then a test of even 2 Gbit/s total data rate
might be an option to get more scans per observation.
Further careful evaluation of important parameters like
source selection, correct application of the radio tele-
scope specific peculiar time offsets, radio frequency in-
terference (RFI) avoidance zones, consolidated coor-
dinates of AGGO could improve the results of AUT1.
A routine setup of a triple radio telescope configura-
tion, consisting of RTW, TTW1 and AGGO might yield
the best formal errors. Regularisation of the INT9 cam-
paign including a rapid correlation and subsequent data
analysis is foreseen in 2019 and 2020. Finally, AGGO
demonstrated its potential to a self-contained estima-
tion of AUTI.
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LCONT18 - The Local Continuous Measurement Campaign at
the Geodetic Observatory Wettzell of 2018

T. Schiler, C. Plétz, G. Kronschnabl, W. Schwarz, A. Neidhardt, M. Brand|, L. La Porta, S. Bernhart

Abstract LCONT18 was the local continuous mea-
surement campaign of the year 2018 to derive local
ties, i.e. relative radio telescope positions, at the Ob-
servatory. The baseline adjustment was performed us-
ing X-band group delay data at the traditional center
frequency of 8.6 GHz. Ionospheric delays cancel out
due to high spatial correlation over these baselines as
short as 123 m and less. Data were collected over two
weeks. Preliminary analysis results of an initial subset
of data are presented in this paper. Compared to other
local experiments conducted between 2015 and 2017,
the LCONT18 data set suffers from X-band radio inter-
ference. Though S-band interference is common, prob-
lems in X-band have not yet registered so far. However,
millimetre repeatability can still be reached.

Keywords Local radio telescope positioning - Local
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vatory Wettzell - LCONT
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1 Introduction

The Wettzell radio telescope triple is a local network of
VLBI telescopes comprising two VGOS-capable sys-
tems with an antenna aperture of 13.2 m and one tradi-
tional system with a diameter of 20 m. Each of these
telescopes has its individual receiving system at the
moment: Whilst Wz (RTW, the 20 m telescope) fea-
tures a legacy S/X-receiver, Wn ("Wettzell North” -
TWINI1) can be equipped with either a tri-band re-
ceiver (S/X/Ka) or a broadband feed (not used in this
campaign), and Ws ("Wettzell South” - TWIN2) is
equipped with a broadband receiver (“Elevenfeed”).

LCONTI18 was a local intensive measurement
campaign between Dec, 3" and Dec, 14™ 2018. For
the first time, the complete network observed both
synchronously and continuously for a duration of
two weeks (twice 5 working days in sequence). It
is named in analogy to the well-known international
CONT-campaigns organized by the IVS. Data were
collected in a standard 256 Mbit/s recording mode
with a duration of up to 24 hours from Monday till
Friday. The individual baselines WzWn as well as
WnWs had been tested before minimizing the risk of
failure.

LCONT]18 is the most exhaustive local campaign
planned so far at Wettzell. This is important, because
the individual baselines observed up to now are not suf-
ficient to assess all essential/substantial questions re-
lated to the relative radio telescope positioning over lo-
cal baselines. In summary, the purpose of this measure-
ment campaign is as follows:

1. We want to investigate the day-to-day repeatability

of the local telescope coordinates (local baselines)
in detail. The period at the beginning of December
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Fig. 1: Local radio telescope baselines are used as tight relative
coordinate constraints to obtain rigid relative telescope positions
when serving as an array to network observations requiring high
coordinate precision.

2018 is a suitable time slot for this, because a local
terrestrial survey was conducted right in advance.
Automatic local GPS positioning is operational
since 2014 at Wettzell yielding sub-millimetre re-
peatability between (weekly) solutions. The accu-
racy potential of VLBI will be compared to that of
GNSS.

2. The best compromise between observation dura-
tion and baseline accuracy will be investigated
having full data sets of up to 24 hours each day.

3. Observing with three telescopes allows us assess-
ing possible loop closure errors. Such errors can
stem from residual source structure uncertainties,
but more likely from remaining clock and other
system-related errors. Hence, LCONT18 will pro-
vide a better insight into the systems compared to
all local activities carried out so far.

Apart from the experimentation purposes outlined
before, it should be mentioned that precise local ties are
of high importance. The precise relative positions will
be used as tight constraints in global adjustments. This
is particularly important for short Intensive-like (INT)
sessions where the three Wettzell telescopes can serve
three individual partner telescopes - see Fig. 1. Coordi-
nates are usually held fixed in Intensive sessions.

We will report about our operational experiences
gained during this campaign, and will portray first re-
sults for the network adjustment.

Fig. 2: Receiver setup at the three local telescopes: The tradi-
tional S-/X-setup of Wz (20 m, RTW) is raised as a standard for
the network observations. X-band data at the identical center fre-
quency of 8.6 GHz are recorded at both Wn and Ws.

2 Method

Data were sampled using a rate of 256 Mbit/s, similarly
to previous local experiments and current IVS Rapid
sessions.

The three telescopes at Wettzell feature different
receiving systems as indicated in Fig. 2. We pre-
ferred to run the network in a conventional mode
during LCONT18 mainly focusing on group delay
observations at the traditional 8.6 GHz X-band center
frequency. A future LCONT campaign may exploit the
additional capabilities of the two TWIN telescopes,
e.g. it is possible to sample two X-band windows with
Wn (TWIN1) and Ws (TWIN2).

The signals measured by Wz (RTW 20 m) as well
as Wn (TWINI) are received in circular polarisation
(RHCP), whereas Ws (TWIN2) received the signals in
dual linear polarisation. As a consequence, the corre-
lation process involving Ws will provide two geodetic
input files with group delays derived from vertical as
well as horizontal polarisation raw data.

The session planning was supported by the coor-
dination software LEVIKA IVS SU (Schiiler et al.,
2018), scheduling was done using sked.

The group delay observations were adjusted us-
ing in-house software LEVIKA SBA (Short Baseline
Analysis). We performed data pre-screening and de-
rived the number of clock error estimation intervals
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Fig. 3: Local VLBI telescope ties from precision terrestrial surveying; Earth-centered Earth-fixed coordinate system. These ties serve

as reference values for LCONT18.

with help of a linear filter. This means that a flexi-
ble number of estimation intervals is defined individu-
ally rather than setting the estimation interval to a fixed
value (e.g. one hour).

The local relative positions of the telescopes are by
far more precise than long baseline coordinate results
due to the virtual identity of the atmospheric delays
within the distances of less than 200 m at Wettzell.
However, the height difference between the old and
the two new telescopes has to be taken into consider-
ation in tropospheric delay modelling since it means a
change in pressure and thus a millimetre-range change
in zenith hydrostatic delay. In contrast, the two TWIN-
telescopes are exactly located at the same height level.
Tropospheric delay compensation was enabled by de-
fault (Schiiler, 2014). However, we did not estimate
any additional tropospheric delay nuisance parameter,
because these parameters turned out to be statistically
insignificant.

3 Results

Fig. 4 shows the observation statistics of the selected
LCONT18 sessions presented in this contribution.
Column 7 is depicting the number of group delay

observations (scans) actually used in the adjustment
process. Though the two TWIN-telescopes exhibit
VGOS slew speeds (12°/s in azimuth and 4°/s in
elevation direction), the maximum number of obser-
vations achievable in this network is limited by Wz
(RTW, 20 m). That telescope is slewing at a speed of
max. 4°/s (azimuth) and 1.5°/s (elevation) limiting
the number of scans to approximately 1,000 within
24 hours. Interruptions of LCONT18 by INT-sessions
(Intensives, UTI1-determination) were permitted.
Consequently, the total number of observations is
expected to be a bit smaller here.

However, the actually achieved observation statis-
tics are considerably smaller, and particularly low on
Dec, 121, A large amount of X-band data was re-
jected resulting in a major loss of geodetic observa-
tions. Fig. 6 portrays this situation graphically for the
selected day: Red vertical lines indicate group delay
observations that had been deleted as a result of the
data pre-screening procedure. A major loss of data oc-
curs between 9 h and 13 h UT. The source of radio-
frequency interference, either internal or external, is
still unclear. Normally, X-band data are less affected
by contaminating RFI compared to S-band data (usu-
ally omitted in local analysis). This phenomenon was
not observed during previous local sessions (Schiiler
et al., 2015; Halsig et al., 2018).
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Fig. 4: Preliminary LCONT18 session analysis: Both horizon-
tally and vertically polarised signals received by Ws can be cor-
related with the data of the other telescopes. "WETTZ13N” is
Wn (TWIN1), "WETTZ13S” is Ws (TWIN2) and WETTZELL
is Ws (RTW). nyr indicates the number of clock error compen-
sation intervals in the parameter estimation process. It is zero for
the TWIN telescope baseline since these telescopes have a com-
mon clock. n is the number of observations (scan, group delays)
after data pre-screening and outlier rejection. sp is the standard
deviation of unit weight a posteriori representing the precision of
a single group delay in X-band.

Fig. 5: Preliminary LCONT18 session analysis: 4S indicates the
3D spatial deviation of the LCONT18 baseline adjustment from
the local terrestrial surveying results

The clock error estimation intervals vary consider-
ably between 5 and 17. A small number indicates a
clock drift behaviour that appears to be close to a linear
drift. Surprisingly, the baseline Wn-Wz features 10 and
12 clock intervals on Dec, 39, whereas the number is
just 5 for the baseline Ws-Wz, although both Wn and
Ws are connected to the same hydrogen maser. This
suggests that other impacting error sources are domi-
nant rather than the maser itself. One possible source
of instability can be the cable delay unit (not yet ac-
tivated at the TWIN telescopes during LCONT18) or,
theoretically, the digital back-ends.

The standard deviation of unit weight a posteriori
is in the range of less than 5 mm, i.e. usually around
10 ps or less. This is slightly higher than previous ses-
sions, but can be explained by the higher level of radio
interference.

The spatial deviations from the precision survey-
ing results are randomly distributed for the baselines
WnWz as well as WsWz and in the range of a cou-
ple of millimetres. Once again, this exceeds previous
experiences a bit (i.e. around one millimetre with a
tendency to the sub-millimetre domain), see Phogat et
al. (2018). Note that baseline WnWs between the two
TWIN-telescopes seems to be systematically biased,
though the magnitude equals the results obtained for
the other baseline. This requires further attention.

4 Conclusions and outlook

LCONT18 was carried out at the end of year 2018 over
two working weeks. A limited first set of data and re-
sults is presented in this paper. The results reveal that
there is still plenty of work to do.

Both data quality and results are slightly inferior
compared to previous local experiments (that had usu-
ally been limited to baseline WnWz), though the data
are still usable. A considerably high level of radio-
frequency interference was observed during some of
the LCONT18 days yielding a data loss of 10 % to
30 %. The baseline accuracy is degraded by a factor
of two or even three compared to previous experiments
and is in the range of one to three millimetres.

Regarding our future work, we firstly will analyse
the complete data set and try to tackle down the prob-
lems revealed. One important aspect is also to deter-
mine the best compromise between session duration
and baseline accuracy, since we assume that less than
24 hours of observation are sufficient under real local
conditions. Moreover, the investigation of the usage of
phase rather than group delays can be of value for the
future, though it will currently not be much effective in
case RFI limits the accuracy. That, however, is a new
phenomenon observed for the first time at Wettzell, and
has to be traced back and mitigated accordingly.

Subsequently, the local sessions will be distributed
equally over the year to continuously obtain local rel-
ative positions of the telescopes in order to provide
tight baseline constraints for all experiments carried
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out at Wettzell including more than one local telescope.
These local routine sessions are foreseen to take place
each two months in order to capture possible annual
deviations ("annual wave”).
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Preliminary Work on Promoting Radar Astronomical Study

J. Sun, J. Ping, S. Han, F. Shu, L. Ma, W Chen, L. Cui

Abstract Radar astronomical observations provide in-
formation on surface characteristics, orbits, and rota-
tions for a wide variety of solar system objects. Based
on a complex of radio telescopes of the Chinese VLBI
network (CVN), in cooperation with the domestic radar
transmitters, we present the current radar astronom-
ical observations to the Moon. The spectrum of the
reflected radio signals was obtained and the Doppler
frequency shift in bistatic radar mode was measured.
And the powers ratio of the reflected signals with left-
and right-hand circular polarizations was determined,
which allowed to stuy the near-surface wavelength-
scale roughness of the Moon. The future radar astro-
nomical developments, taking into consideration the
possible international joint observations, are also intro-
duced in the paper.
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1 Introduction

Radar astronomy is one of the most effective tech-
niques for determining the physical properties and or-
bital elements of the planets and small bodies in the
solar system. The size, shape, spin period, and surface
properties can be obtained using radar observations.
Progressive updates of the NASA Goldstone and NSF
Arecibo systems, primarily by moving to higher fre-
quencies and more powerful transmitters, have made
these two radar systems the dominant instruments for
current radar studies of the solar system (Ostro et al.,
2007).

Based on the project of the Low Frequency VLBI
Network (LFVN), the VLBI radar (VLBR) for the
investigations of the solar system bodies have been
developed. LFVN arranges VLBR experiments since
1999 with the help of the C-band transmitter of Evpa-
toria RT-70 and X-band transmitter of Goldstone RT-
70. The VLBR combines the radar sounding of space
objects with a powerful transmitter and the receiving
of radar echoes by an array of radio telescopes in
VLBI mode. The VLBR supplements the traditional
radar methods with the interferometric reception of
a ground-based transmitter’s signal reflected from the
object (Nechaeva et al., 2015, 2013). VLBR allows to
measure the variations of proper rotation of the Earth
group planets and determine the trajectories of plan-
ets and asteroids in the Radio Reference Frame (Ipa-
tov et al., 2016). VLBR has successfully been tested
in a large series of international experiments: study of
short-periodic variation of proper rotation for the Earth
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group planets, improving the orbits of asteroids cross-
ing the Earth orbit, measuring the space debris popula-
tion at geo-stationary and high-elliptic orbits (Molotov
et al., 2008; Tuccari et al., 2006).

There are several fully steerable dishes equipped
with powerful X band transmitter in China, that are
used for the deep spacecraft communications. The
close collaboration of radar transmitters with the
Chinese VLBI network (CVN) gives the opportunity
to apply the VLBI technique for receiving and analysis
of echo signals. The first successful radar detection
of the Moon was carried out on Jul. 2, 2017. Since
2017 radar observations are regularly organized at the
National Astronomical Observatory of the Chinese
Academy of Sciences (NAOC) in cooperation with
the domestic radar instruments to transmit and the
radio telescopes of the CVN to receive the echoes.
Primary goal is developing and validation of the radar
astronomical method to obtain the information on
trajectory parameters, attitude motion, and shape for
known objects. The efforts of six sessions during
2017-2019 were concentrated on the observations to
the Moon.

2 Experiments

A collaboration program is in development with the
domestic radar team was initiated in 2017, and six ex-
periments have been carried out for radar astronomi-
cal research of the Moon. The radar transmitter and a
complex of radio telescopes spaced by hundreds and
thousands of kilometers were the basis of the experi-
mental facilities. Preparing for pointing of all antennas
was done by the ChangE-3 lander coordinates. The do-
mestic radar antenna illuminated the Moon with con-
tinuous wave (CW) signal at a frequency of X band in
left-hand circular polarization. The carrier frequency
was not changed over time and the transmitter power
reached 8 kW. The signal reflected from the Moon was
received in the VLBI mode with the radio telescopes of
the CVN simultaneously in left- and right-hand circular
polarizations, i.e. in the same (SC) and opposite (OC)
circular polarizations as that of the transmitted wave.
Data recording was carried out in the frequency band
of 2 MHz. The echo signal was quantized and written
in digital form on the Mark5B modules.

The echo signals reflected from the Moon were
confidently detected by each antenna in all the sessions,
which provided reliable data at all stages of processing.
After the radar sessions, the echo rawdata from each re-
ceiving antenna were transmitted to NAOC for further
data processing.

3 Preliminary results

A spectral analysis of the received signal at each
receiving point was done for further calculation of
frequencies. The spectral analysis of the obtained
information was to measure the frequency difference
between the emitted and the received signals. The
difference, namely Doppler frequency shift, is condi-
tional on the radial velocity of the object on the track
“transmitter-Moon-receiver”’. The Doppler shift was
determined using the peaks of the frequency spectra.
Using the fast Fourier transform, the frequency of
Doppler shift is measured in one-second intervals with
a frequency resolution of 1 Hz from our measurements.

The spectra of the signals reflected from the Moon
were received with the Kunming RT-40 and Sanya RT-
13 simultaneously over the entire interval of our ob-
servations, as presented in Fig. 1 and Fig. 2, respec-
tively. Solid and dashed lines denote echo power in the
OC and SC polarizations. The vertical axis shows the
amplitude of the received signal in relative units, hor-
izontal axes display frequency in Hertz. Echo power
is plotted in standard deviations versus Doppler fre-
quency relative to the estimated frequency of echoes
from the Moon’s center of mass. The pattern of the
spectrum shape is seen to be repeated at two indepen-
dent stations, suggesting a high accuracy of the mea-
surements.

By calculating radial velocity of the Moon rela-
tive to the transmitting antenna and the receiving an-
tennas, the computed Doppler frequency shift for each
of the reception points was obtained. The experimental
Doppler frequency shifts were determined by the spec-
trum maximum frequency in bistatic mode. According
to the results of spectral processing of data, recorded at
Kunming RT-40, the series of Doppler frequency shifts
were measured for the Moon. As a whole, the mea-
sured Doppler shifts are in good an agreement with
the calculated values from the lunar ephemeris. Fig. 3
displays the difference of calculated and experimental
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Fig. 1: Opposite- and same-circularization continuous wave
echo power spectra of the Moon obtained with the Kunming RT-
40 at 02:50:00 UT on Apr. 26, 2019. The frequency resolution is
1.0 Hz.
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Fig. 2: Opposite-circularization continuous wave echo power
spectra of the Moon obtained with the Sanya RT-13 at 02:50:00
UT on Apr. 26, 2019. The frequency resolution is 1.0 Hz.

Doppler frequency shifts at Kunming RT-40. The ob-
servations of the Doppler shift of the reflected signal
frequency were obtained, and the mean-root-square er-
ror is around 5 Hz in this experiment.

The power spectrum bandwidth as function of time
can be used for obtain the spin period in case of long
observation series. For all the received stations, the
spectrum broadening of the echo signal reflected from
the Moon was less than 100 Hz. In Fig. 4, the filled and
open circles mark, respectively, the spectrum widths

3
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Fig. 3: The difference of measured and calculated Doppler fre-
quency shifts at Kunming RT-40 between 02:30:00 to 03:00:00
UT on April 26, 2019.
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Fig. 4: Variation in the width of the reflected signal power spec-
tra with time. The filled and open circles mark the spectrum

widths for the Kunming RT-40 and Sanya RT-13 at the corre-
sponding times, respectively.

for the Kunming RT-40 and Sanya RT-13 at the corre-
sponding times. The measurement starts from 02:30:00
UT on April 26, 2019 and lasts for 30 minutes. The
profile line width is determined by the rotation of the
Moon’s reflecting surface, while its change is indica-
tive of the shape asymmetry.

Circular polarization of the signal is reversed af-
ter reflection from the plane surface and the maximum
power of the reflected signal is expected in the OC
polarization, though some of the signal, due to sec-
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Fig. 5: The spectrum amplitude obtained at Kunming RT-40 with
SC and OC, respectively.

ondary reflections, is received with the same polariza-
tion. The ratio of SC to OC is a measure of near-surface
wavelength-scale roughness (Bondarenko et al., 2017;
Ipatov et al., 2016). In our case, this quantity uC (circu-
lar polarization coefficient) is uC = 0.688 for Kunming
RT-40 and uC = 0.655 for Jilin RT-13. Fig. 5 shows the
spectrum amplitude obtained at Kunming RT-40 with
SC and OC, respectively.

4 Conclusions and discussions

The signal transmitted at X band with the domestic
radar and reflected from the Moon was successfully re-
ceived with the radio telescops of the Chinese VLBI
Network. Obtained results confirm the possibility and
effectiveness of the bistatic radar observations of the
Moon using radio telescopes of the CVN as receiving
part of a bistatic configuration. It was shown that re-
ceiving and processing of the continuous wave echo
allows to estimate the value of the Doppler frequency
with sufficient accuracy. Following this positive expe-
rience we plan to continue the interference frequency
in VLBI mode. The multiplication of signals, recorded
in two VLBI-stations, will be carried out to measure
the frequency of the interference (fringe rate), which
depends on the angular velocity of the investigated ob-
ject.

If the object is illuminated with a noise or the LFM-
signal for a given mode, the spatial delay is measured.
This delay represents the time difference of the signal
propagation from the object to the two receiving tele-
scopes and it is determined from the angular coordi-
nates of the object. We also consider the processing of
noise or LFM-signal with significantly lower signal-to-
noise ratio than in the case of monochromatic signal.

In future, the bistatic radar observations of the
potentially dangerous asteroid during its close ap-
proach to the Earth will be carried out. And the precise
measurement of ephemeris of space debris fragments
are important for the prognosis of the dangerous
approaches with operational satellites.
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Abstract Geodetic Very Long Baseline Interferom-
etry (VLBI) data are capable of measuring the light
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deflection caused by the gravitational field of the Sun
and large planets with high accuracy. The parameter
v of the parametrized Post-Newtonian (PPN) formal-
ism estimated using observations of reference radio
sources near the Sun should be equal to unity in the
general relativity. We have run several VLBI experi-
ments tracking reference radio sources from 1 to 3 de-
grees from the Sun. The best formal accuracy of the
parameter y achieved in the single-session mode is less
than 0.01 percent, or better than the formal accuracy
obtained with a global solution included all available
observations at arbitrary elongation from the Sun. We
are planning more experiments starting from 2020 us-
ing better observing conditions near the minimum of
the Solar activity cycle.

Keywords VLBI - General relativity - lonosphere

1 Introduction

In accordance with General Relativity the radio waves
slow down due to the gravitational potential of the Sun
(the so-called Shapiro effect; see Shapiro, 1964, 1967),
making very long baseline interferometry (VLBI) a
useful tool for testing General Relativity by means
of the parameterized post-Newtonian (PPN) formalism
(Will, 1993). Nevertheless, the accuracy of the PPN pa-
rameter vy obtained from absolute or differential VLBI
observations (Fomalont et al, 2009; Lambert and Le
Poncin-Lafitte, 2009, 2011) remains worse than the
current best limit of (2.1 +2.3) x 1073 based on Cassini
radio science experiment (Bertotti et al, 2003) by an
order of magnitude. The upper limits on the parameter
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v have been improved substantially in the past 30 years
(Robertson and Carter, 1984; Robertson et al, 1991;
Lebach et al, 1995; Fomalont and Kopeikin, 2003),
but some authors (Shapiro et al, 2004; Lambert and
Le Poncin-Lafitte, 2009) found degradation in the esti-
mates of y with elongation, and suggested that this sys-
tematic effect may limit the improvement in the VLBI-
derived y upper limits, despite the dramatic growth in
the number of observations in recent decades.

The current paper focuses on radio source ap-
proaches at angular distances less than three degrees
from the centre of the Sun in order to measure the light
deflection effect at the highest magnitude and, thus, to
avoid a possible bias caused by observations at larger
elongations. We report on two special VLBI sessions,
AUA020 (May 2017) and AOV022 (May 2018), on
the single-session estimates of vy.

2 Data

A dedicated geodetic VLBI experiment (AUA020, 01-
02 May, 2017, part of AUSTRAL program) was sched-
uled to probe the gravitational delay effect using a net-
work of seven radio telescopes (Svetloe, Zelenchuk-
skaya, Badary, HartRAO, Seshan25, Sejong, and Ho-
bart26). Two radio sources 0229+131 and 0235+164
were observed at range of angular distances from 1.15°
to 2.6° from the Sun. The position of both radio sources
with respect to the Sun at the start of the experiment is
shown on Fig. 1. A serious issue in such a configura-
tion is the solar thermal noise that penetrates to the sig-
nal through the side lobes, and could cause loss of data
due to striking the signal-to-noise ratio. To overcome
the problem, one has to

1) select strong radio sources with larger correlated
flux density in both frequency bands,

2) use large radio telescopes with narrow side lobes
and better sensitivity, and

3) use the highest possible data rate recording (e.g.,
1 Gbps) to gain a better signal-to-noise ratio during the
same integration time.

More details about the schedule design are pub-
lished in (Titov et al, 2018).

The target radio source 0229+131 is a defining
source of the ICRF2 whose position is given with an
accuracy close to the ICRF2 noise floor of 40 uas. The
position of the second target 02354164 is less accurate

Fig. 1: Geometry of the radio sources close to the sun at the
start (Left) and at the end (Right) of VLBI session AUA020 with
respect to a LASCO C2 image of the solar corona. The Sun is
hidden behind the occultation disc of the coronagraph, with the
white inner circle representing the limb of the Sun. The field-of-
view is 1.5 degrees elongation.

by a factor of five but still at the level of the ICRF2
median error and largely below the millisecond of arc.
Both sources are compact and their structure indices
measured at the time of the ICRF2 work were of 2.4
and 1.3, respectively, ensuring a structure delay lower
than 2 ps (Fey and Charlot, 1997).

3 Analysis and Results

For purpose of cross-checking the results and testing
their robustness, we processed the VLBI session
AUAO020 within two independent teams with two in-
dependent geodetic VLBI analysis software packages.
The duplication of the analyses with two software
packages also allows to use some specific options that
are available on only one of them. The first analysis
package is OCCAM (Titov et al., 2004) that imple-
ments the least-squares collocation method (Titov,
2000) for calibrating the wet troposphere fluctuations,
and to account for the mutual correlations between
observables. The second one is Calc/Solve (Ma et al.,
1986), developed and maintained by the geodetic
VLBI group at NASA GSFC, that uses classical
least-squares. More details about the data analysis
design are discussed in (Titov et al, 2018)

Table 1 shows the results of the AUA020 exper-
iment data analysis. Uncertainties on y lie between
0.9x10~* and 4 x 104, Our estimates appear therefore
as precise as that obtained from global solutions us-
ing thousands of VLBI experiments (Lambert and Le
Poncin-Lafitte, 2009, 2011). The formal error is about
two times lower when v is fitted to the observations of
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the radio source that is two times closer to the centre
of the Sun (0235+164) than to that of its counterpart
(0229+131). Using all scans returns a result similar to
using only scans relevant to 02294131 and 0235+164,
confirm that only sources a low elongation can effi-
ciently constrain the PPN parameter. Solutions from
both software packages are consistent within the stan-
dard errors. The difference of postfit rms between OC-
CAM and Calc/Solve might find its origin in the dif-
ferent modeling of the nuisance parameters (stochastic
versus CPWL function). No large systematics are de-
tected except a 2.70 deviation in the Calc/Solve solu-
tion when only 0229+131 is used and whose origin is
unclear: as both solutions started from the same a pri-
ori, the issue could rather be in the estimation method
or in the handling of troposphere/clock parameters.

It appears that during session AUAO020, data in
three channels at Sejong station were lost due to tech-
nical reasons. Therefore, we reprocessed the previous
analyses after downweighting (but not suppressing) Se-
jong data. (We could test this option with OCCAM
only since Calc/Solve does not handle downweight-
ing.) The postfit rms of the solution is significantly low-
ered. The formal error on vy is marginally lowered down
t09x1075.

For purpose of comparison of the AUA020 session
with other standard geodetic VLBI sessions, we es-
timated y with Calc/Solve using the parameterization
described above for each of sessions of the full geode-
tic VLBI data base made available by the International
VLBI Service for geodesy and astrometry (IVS) since
1979 (at the exclusion of intensive sessions). The me-
dian postfit rms is 27 ps that is close to the postfit rms of
the AUA020 session. The distribution of the obtained
values of y — 1 is shown in Fig. 2 along with distri-
butions of errors and normalized estimates. The dis-
tribution of errors in log-scale is slightly asymmetric,
exhibiting a ‘tail’ on its right side that might traduce
results from sessions not designed for precise astrome-
try. Nevertheless, assuming a Gaussian shape, the log-
scaled distribution peaks at 1072 with a o of ~ 0.5. This
makes the error estimate from AUAOQ20, that is two or-
ders of magnitude less, somewhat ‘outstanding’. The
bottom-right panel of Fig. 2 shows that the major part
of the sessions does not bring severe systematics, the
estimates of y being unity within the error bars; ses-
sion AUAOQ20 is part of the session group that presents
the lowest systematics.

Table 1: Estimates of y — 1 for the session AUA020, in unit of
107, along with the session x? and the postfit rms delay r in ps.

y-1 o, Xz r

1074 107*

All stations

All'scans 0.56 1.15 0.34 28
0235+164 1.34 1.58 0.34 28
0229+131 —1.54 3.41 0.34 28

Both 0.53 1.14 0.34 28

With Sejong downweighted
0.91 0.94 0.27 21
1.64 1.29 0.27 21

0.32 2.83 0.27 21
0.89 0.94 0.27 21

OCCAM

All scans
0235+164
0229+131

Both

All sources —0.22 1.10 0.84 26
0235+164 1.85 1.48 0.84 26
0229+131 —6.84 2.53 0.84 26

Both —0.26 1.09 0.84 26

Calc/Solve

Fig. 2: Distributions of (Top) estimates of y — 1, (Bottom-left)
their formal errors, and (Bottom-right) normalized estimates of
v —1 for all of the geodetic VLBI sessions. The vertical, red bar
stands for the results of the AUA020 session.

Another experiment (AOV022) was undertaken on
01-02 May, 2018 with ten radio telescopes (Svetloe,
Zelenchukskaya, Badary, Hobart26, Seshan25, Kun-
ming, Ishioka, Yarragadee, Katherine, Warkworth).
The same radio sources (0229+131 and 0235+164)
were scheduled with the same strategy. The statistics
of the result was found to be 2-3 times worse than from
AUAO020, presumably, due to severe source structure
delay effect. Fig. 3 shows the post-fit residuals of for
radio source 0229+131 for two baselines, Ishioka-
Seshan25 and Badary-Zelenchk. The variations of the
residuals are consistent to the variations induced by
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Fig. 3: Post-fit residuals of 0229+131 with baselines Ishioka-
Seshan25 and Badary-Zelenchk.

the source structure (Titov and Lopez, 2018) therefore,
we believe, that more detailed analysis is required to
obtain a better statistic for this experiment.

4 Conclusions and outlook

In this paper we discuss our results on testing of gen-
eral relativity with geodetic VLBI using the close ap-
proach of the Sun to the reference radio sources. It was
a general misconception in the past that the effect of
the plasma of the solar corona completely disturbs the
interferometric responce for light rays passing within
several degrees from the Sun. We proved that these per-
turbations are at an acceptable level unless the signals

pass active streamers in the solar corona. Therefore,
the standard dual frequency calibration facilitates the
stochastic noise induced by charged particles the solar
corona by the same way as for the ionosphere around
the Earth.

While the systematic effects based on radial or
dipole models of the corona appear to be negligible, in-
dividual group delay observations are affected by ran-
dom scatter caused by small-scale coronal structure
and temporal variations thereof. Since these perturba-
tions do not systematically affect the observations, we
assume that they cancel out over the period of obser-
vations (17 hours with observations angularly close
to the Sun). Since the ray paths to the radio sources
02354164 and 02294131 within small solar elongation
happened to be in quiet regions (cf. Fig. 1), the scatter
was small enough that precise group delays could be
successfully determined at such small elongations.

The major source of stochastic noise in VLBI mea-
surements resides in the unknown wet troposphere de-
lay. The difference between VLBI estimates of the wet
troposphere delay and independent radiometer data ap-
pears to stay within 3 mm, or 10 ps (Titov and Stanford,
2013) suggesting that the impact of the wet troposphere
delay on the astrometric light deflection angle estima-
tion near the Sun is negligible.

Overall, a total improvement of the uncertainty on
v by a factor of ten is expected, enabling to challenge
the current limit imposed by the Cassini radio science
experiment of Bertotti et al (2003), although the Gaia
astrometry on Solar system objects is expected to de-
liver an accuracy of 107® (Mignard and Klioner, 2009).
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Autonomous Observations of VLBI Radio Telescopes

A. Neidhardt, E. Barbieri, J. Bachem, M. Schénberger, M. S. Hameed, L. Carlin, R. Aktas, S. Jingyao,

A. Szomoru

Abstract Current techniques in software and hardware
allow, to increase the automation of systems. An au-
tonomous, state-driven processing of VLBI schedules
from autonomous fetching and preparation of sched-
ules, the operation of observations and the finaliza-
tion and transfer of data is possible. Industrial moni-
toring suites allow a centralized overview, so that a re-
duced number of operators can quickly get the status
of several instruments. Historic values allow the anal-
ysis of failure situations and their causes. To increase
the automation and to even support autonomous obser-
vations, updates and tests are ongoing at the Wettzell
observatory.

Keywords Automation Centralized

Network Overview

- Monitoring

1 Introduction

Several years ago, implementations started to convert
manual tasks of VLBI observation to more automated
workflows. Improvements were identified amongst
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others in optimized networks (re-arrange VLBI net-
works in failure situations with dynamic observing
modes, Lovell, 2016), better data quality because
of defined processes instead of operator-individual
behavior, and reduced requirements of manpower for
operator shifts (Neidhardt, 2017, page 505 f). While
it is easy to automate some specific tasks, like down-
loading a new schedule or starting a new schedule as
invocation of the according file in the NASA Field
System, other steps were challenges, like detecting and
reacting on failure situations, generating automated
meteorological descriptions, or recording data without
changing VLBI modules. Meanwhile, technique and
hardware improved. For example, Digital Baseband
Converters are able to use formatters streaming data
directly via 10 GBit/sec networks to storage servers
(like Flexbuff systems). Industrial monitoring systems
improve the collection of innumerable parameters
about system health directly evaluating critical situ-
ations. A wide field of meteorological devices (like
Nubiscopes for cloud coverage, rain sensors, snow
sensors, etc.) extend information from elementary
meteorological stations to produce quantitative, tex-
tual descriptions of the prevailing weather situation.
Therefore, even complete autonomous observation are
close enough to touch.

Ideas at the Wettzell observatory started early to im-
plement such autonomous observations. The final goal
is, to automatize all steps of a VLBI observation, so
that at least no operator is required anymore. The oper-
ations include:

1. Autonomous checking for sessions on the different
repositories

2. Prioritization and planning of local observations of
sessions

3. Autonomous fetching of session schedules
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4. Local preparation (drudg) without human interac-
tion

5. Local adaption and recorder selection according
predefined specifications

6. Automatic start-up of local observations

7. Frequent notification and monitoring of observa-
tion status

8. Continuous quality control and alarm management

9. Individual post-processing and archiving data and
meta-data

In a final development state, external partners might
interact with the local control system to adapt session
parameters and continuously get information about in-
ternal processes while the system makes its own deci-
sions to control devices according to individual feed-
back from sensors. This state can be seen as an imple-
mentation of a ’smart observatory”

Programs and scripts at the Wettzell observatory
are tested to support these automated tasks. A special
setup even enables monitoring and controlling of the
NASA Field System and station-specific parts. Central-
ized displays permanently show health states, so that
even staff of the observatory guard can check and in-
terpret system situations.

2 ”Automating” the NASA Field System

Most antennas of IVS network use the NASA Field
System to control individual equipment. The system
originally was written in FORTRAN but greatly ex-
tended with C code. The system is a more or less loose
coupled arrangement of programs running parallel to
interpret commands, control hardware, monitor system
status, interact with the user, and report errors, super-
vised by a central program, called “boss”. The whole
observation is controlled with a predefined batch file,
activating tasks when time reaches predefined time-
tags. This simple sequential flow is already an auto-
mated processing, but has the disadvantage that checks
and error reports are only created when time-tags de-
fine them (Neidhardt, 2017, page 409 f), and that local
programs are responsible for keeping healthy states for
the antenna and equipment.

Completely autonomous systems require continu-
ous monitoring of health states to make decisions im-
mediately in case of alerts or critical situations dur-
ing observations (critical situations for humans are pro-
tected by the system hardware itself, which is certified

by companies). As so many antennas use the Field Sys-
tem, programs for autonomous operations must include
the existing version of the Field System. This requires
a mechanism to manage user interaction with the Field
System to interpret and quantify them. Additionally,
sensors and actors which are usually directly connected
to the Field System must be permanently monitored
and partly controlled in parallel to the Field System
commanding.

Mechanisms to do this are known from software
testing of legacy programs (see Fig. 1), where exist-
ing code should be treated with error situations to mea-
sure the reactions. To do this, hardware or equipment
is represented with software stubs, which communi-
cate to both, the system under test on the one hand
and the hardware on the other hand. User interactions
are forced with mock objects playing the role of a user
and feeding commands to the system while listening to
responses. Exactly this setup can be used to increase
the automation of the VLBI control using the exist-
ing NASA Filed system without touching it. The user
interactions are managed with the already existing e-
RemoteCtrl server originally developed to control tele-
scopes remotely. Therefore, e-RemoteCtrl can already
be seen as mock object. Interfacing the hardware is im-
plemented with software-generated stubs offering high
safety and reliability.

e-RemoteCtrl is a client-server system connecting
the NASA Field System shared memory to monitor in-
ternal parameters, Ettl et al. (see 2012). Additionally,
log files are read and interpreted to get current sta-
tus information. Commands can also be sent using the
NASA Field System mechanism to inject specific Field
System commands to “boss”. For the Wettzell monitor-
ing system, IVS seamless auxiliary data archive, and a
central monitoring system located at JIVE and part of
Jumping JIVE project funded by the EU Horizon 2020
framework, e-RemoteCtrl was extended with an ele-
mentary web server. It simplifies interaction with the
Field System using predefined template HTML pages
where current system values are dynamically set. The
values are tagged with HTML comments to find them
again in the web pages later on by automated, exte